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Abstract

In this note, we give a proof that several vertex ordering problems can be solved
in O∗(2n) time and O∗(2n) space, or in O∗(4n) time and polynomial space. The
algorithms generalize algorithms for the Travelling Salesman Problem by Held
and Karp [12] and Gurevich and Shelah [11]. We survey a number of vertex ordering
problems to which the results apply.

1 Introduction

In this note, we look at exact algorithms with ‘moderately exponential time’ for graph
problems. We show that with relatively simple adaptations of the existing algorithms for
the Travelling Salesman Problem, a large collection of vertex ordering problems can
be solved in O∗(2n) time and O∗(2n) space or in O∗(4n) time and polynomial space. (Here,
the O∗-notation suppresses factors that are polynomial in n.) The algorithms that use
O∗(2n) time and O∗(2n) space employ dynamic programming and have the same structure
as the classical algorithm for TSP by Held and Karp [12]. The algorithms with O∗(4n)
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time and polynomial space are of a recursive nature and follow a technique first used for
TSP by Gurevich and Shelah [11].

This paper is organized as follows. In Section 2, we give some preliminary definitions. A
general theorem that gives for all problems of a specific form an algorithm of the Held-Karp
type is given and proved in Section 3. A similar theorem with proof for Gurevich-Shelah
type algorithms (i.e., with polynomial space) is given in Section 4. Then, in Section 5,
we discuss a number of well known vertex ordering problems on graphs to which these
theorems can be applied. A few final remarks are made in Section 6.

2 Definitions

We assume the reader to be familiar with standard notions from graph theory. Throughout
this paper, n = |V | denotes the number of vertices of graph G = (V, E). For a graph
G = (V, E) and a set of vertices W ⊆ V , the subgraph of G induced by W is the graph
G[W ] = (W, {{v, w} ∈ E | v, w ∈ W}).

A linear ordering of a graph G = (V, E) is a bijection π : V → {1, 2, . . . , |V |}. For a
linear ordering π and v ∈ V , we denote by π<,v the set of vertices that appear before v in
the ordering: π<,v = {w ∈ V | π(w) < π(v)}. Likewise, we define π≤,v, π>,v, and π≥,v.

Let Π(S) be the set of all permutations of a set S. So, Π(V ) is the set of all linear
orderings of G, and let for disjoint sets S and R, Π(S, R) be the set of all permutations of
S ∪R which start with a permutation of S and end with a permutation of R.

A graph G = (V, E) is chordal, if every cycle in G of length at least four has a chord,
i.e., there is an edge connecting two non-consecutive vertices in the cycle. A triangulation
of a graph G = (V, E) is a graph H = (V, F ) that contains G as subgraph (F ⊆ E) and is
chordal.

3 Exact Algorithms with Exponential Space

In this section, we show that a large collection of vertex ordering problems on graphs
can be solved in O∗(2n) time and O∗(2n) space. The technique exploited here is dynamic
programming in the style of the Held-Karp algorithms for the Travelling Salesman
Problem [12].

Theorem 1 Let f be a polynomial time computable function, mapping each 3-tuple, con-
sisting of a graph G = (V, E), a vertex set S ⊆ V , and a vertex v ∈ V to an integer. Then
we can compute in O∗(2n) time and O∗(2n) space the following values for a given graph
G = (V, E):

min
π∈Π(V )

max
v∈V

f(G, π<,v, v)

or
min

π∈Π(V )

∑
v∈V

f(G, π<,v, v).
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Note that values f(G, S, v) do not depend on the ordering of S. The proof of the
theorem follows the arguments of Held and Karp in [12] and an algorithm of this type for
Treewidth from [3].

Let f be as in the statement of Theorem 1. We first give the algorithm that uses O∗(2n)
time and space to compute minπ∈Π(V ) maxv∈V f(G, π<,v, v). Define

AG(S) = min
π∈Π(S)

max
v∈S

f(G, π<,v, v).

We set AG(∅) = −∞. Note that AG(V ) is the value to compute.

Lemma 2 Let G = (V, E) be a graph, and S ⊆ V . If S 6= ∅, then

AG(S) = min
w∈S

max{f(G, S, w), AG(S − {w})}

Proof: Suppose AG(S) = maxv∈S f(G, π<,v, v) for π ∈ Π(S), then let w be the vertex on
the last position of π. Now

AG(S) = max
v∈S

f(G, π<,v, v)

= max{f(G, π<w,w, w), max
v∈S−{w}

f(G, π<,v, v)}

= max{f(G, S, w), AG(S − {w})}

This shows that
AG(S) ≤ min

w∈S
max{f(G, S, w), AG(S − {w})}

Suppose max{f(G, S, w), AG(S − {w})} is minimal for w ∈ S, and

AG(S − {w}) = max
v∈S−{w}

f(G, π′
<,v, v)

for a permutation π′ ∈ Π(S − {w}). Let π be the permutation in Π(S), that starts with
π′ and ends with w. Now,

AG(S) ≥ max
v∈S

f(G, π<,v, v)

= max{f(G, π<,w, w), max
v∈S−{w}

f(G, π<,v, v)}

= max{f(G, S, w), max
v∈S−{w}

f(G, π′
<,v, v)}

= max{f(G, S, w), AG(S − {w})}

This shows that
AG(S) ≥ min

w∈S
max{f(G, S, w), AG(S − {w})}

and thus completes the proof of this lemma. ut
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Algorithm 1 Dynamic-Programming-Algorithm(Graph G = (V, E))

Set A(∅) = −∞.
for i = 1 to n do

for all vertex sets S ⊂ V with |S| = i do
Set A(S) = minw∈S max{f(G, S, w), A(S − {w})}

end for
end for
return A(V )

Lemma 2 directly gives us a method to compute AG(V ) by dynamic programming:
we compute all values AG(S) in order of increasing number of elements in S, using the
formulas given by Lemma 2. We then output AG(V ). Each single value can be computed
in polynomial time; we need to store and compute 2n values, thus the running time and
the space are O∗(2n). See Algorithm 1.

The computation of minπ∈Π(V )

∑
v∈V f(G, π<,v, v) is similar. We define

BG(S) = min
π∈Π(S)

∑
v∈S

f(G, π<,v, v)

Now, BG(∅) = 0, and, similar to Lemma 2, we have

BG(S) = min
w∈S

f(G, S, w) + BG(S − {w})

The remaining details are similar to the maximization case and left to the reader.
In a practical implementation, several improvements to the scheme of Algorithm 1 can

be made; an algorithmic engineering study for Treewidth has been carried out, see [3].

4 Exact Algorithms with Polynomial Space

In this section, we give a variant of Theorem 1. This variant applies to the same collection
of problems. In contrast with Theorem 1, Theorem 3 uses polynomial space but more (i.e.
O∗(4n)) time. It employs recursion instead of dynamic programming, and has the same
structure as the algorithm for TSP by Gurevich and Shelah [11]. An algorithm of this
type for Treewidth appears in [3].

Theorem 3 Let f be a polynomial time computable function, mapping each 3-tuple, con-
sisting of a graph G = (V, E), a vertex set S ⊆ V , and a vertex v ∈ V to an integer. Then
we can compute in O∗(4n) time and polynomial space the following values for a given graph
G = (V, E):

min
π∈Π(V )

max
v∈V

f(G, π<,v, v)

or
min

π∈Π(V )

∑
v∈V

f(G, π<,v, v)
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Again, we concentrate on the computation of minπ∈Π(V ) maxv∈V f(G, π<,v, v), and leave
the variant where we take instead the sum to the reader.

Define, for a graph G = (V, E), sets of vertices L, S ⊆ V , L ∩ S = ∅, S 6= ∅:

CG(L, S) = min
π∈Π(L,S)

max
v∈S

f(G, π<,v, v)

Note that we want to compute the value CG(∅, V ).

Lemma 4 Let G = (V, E) be a graph, and S ⊆ V , L ⊆ V , L ∩ S = ∅.

1. If S = {x}, then CG(S) = f(G, L, x).

2. Suppose |S| ≥ 2 and 1 ≤ k < |S|. Then

CG(L, S) = min
S′⊆S,|S′|=k

max{CG(L, S ′), CG(L ∪ S ′, S − S ′)}

Proof: If S = {x}, then each π ∈ Π(L, S) first has the vertices in L in some ordering and
then x. So π<,x = L, and hence maxv∈S f(G, π<,v, v) = f(G, L, x). Part (1) now directly
follows.

Suppose now that |S| ≥ 2. Consider S ′ ⊆ S with S ′ 6= ∅. Let π′ ∈ Π(L, S ′) fulfill

CG(L, S ′) = max
v∈S′

f(G, π′
<,v, v)

and let π′′ ∈ Π(L ∪ S ′, S − S ′) fulfill

CG(L ∪ S ′, S − S ′) = max
v∈S−S′

f(G, π′
<,v, v)

By definition, π′ and π′′ exist. Define now vertex ordering π ∈ Π(L, S) as follows: first we
start with the vertices in L ∪ S ′ in the same order as they appear in π′, and then take the
vertices in S − S ′ in the same order as they appear in π′′. I.e., we first have the vertices
in L, then the vertices in S ′, and then the vertices in S − S ′. For v ∈ S ′, L ⊆ π<,v = π′

<,v,
and for v ∈ S − S ′, L ∪ S ′ ⊆ π<,v = π′′

<,v.
Now

CG(L, S) ≤ max
v∈S

f(G, π<,v, v)

= max{max
v∈S′

f(G, π′
<,v, v), max

v∈S−S′
f(G, π′′

<,v, v)}

= max{CG(L, S ′), CG(L ∪ S ′, S − S ′)}

As this holds for each S ′ ⊆ S with S ′ 6= ∅, we have

CG(L, S) ≤ min
S′⊆S,|S′|=k

max{CG(L, S ′), CG(L ∪ S ′, S − S ′)}
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For the other direction, let π ∈ Π(L, S) fulfill

CG(L, S) = max
v∈S

f(G, π<,v, v)

Let S ′ be the set consisting of the k elements in S with minimum index in π, i.e., |S ′| = k
and all elements in S ′ appear before all elements in S − S ′ in π. We have that π ∈
Π(L ∪ S ′, S − S ′). Let π′ ∈ Π(L, S ′) be obtained from π by restricting π to L ∪ S ′. Now

CG(L, S) = max
v∈S

f(G, π<,v, v)

= max{max
v∈S′

f(G, π<,v, v), max
v∈S−S′

f(G, π<,v, v)}

= max{max
v∈S′

f(G, π′
<,v, v), max

v∈S−S′
f(G, π<,v, v)}

≤ max{CG(L, S ′), CG(L ∪ S ′, S − S ′)}

This shows the result. ut

Our algorithm uses recursion, each time employing Lemma 4 with k = b|S|/2c. The
algorithm is given in pseudo-code in Algorithm 2.

Algorithm 2 Recursive(Graph G, vertex set L, vertex set S)

if |S|=1 then
Suppose S = {v}.
return f(G, L, v)

end if
Set opt = ∞.
for all vertex sets S ′ ⊆ S, |S ′| = b|S|/2c do

Compute v1 = Recursive(G, L, S ′);
Compute v2 = Recursive(G, L ∪ S ′, S − S ′);
Set opt = min {opt, max {v1, v2}};

end for
return opt

Correctness of Algorithm 2 follows directly from Lemma 4. The running time can be
estimated as follows. Let T (k) be the number of recursive calls made when Recursive is
called with the third argument S with |S| = k. Clearly, T (1) = 1. If k > 1, then for each
of the

(
k

bk/2c

)
subsets of S of size bk/2c, we have a recursive call with third parameter of

size b|S|/2c and a recursive call with third parameter of size d|S|/2e; and thus we use per
subset S ′ two calls at this level of the recursion, and T (bk/2c) + T (dk/2e) calls deeper in
the recursion tree. So

T (k) ≤
(

k

bk/2c

)
(T (bk/2c) + T (dk/2e) + 2)

It follows that T (k) < 4k. As the time per recursive call is bounded by a polynomial in
n, the total time is bounded by O∗(4n). In most cases, the dynamic programming algorithm
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from Section 3 is more practical than the recursive algorithm, as already the enumeration
over all subsets of size n/2 is very time consuming, except for very small values of n, but
for such values, the space requirements for the O∗(2n) algorithm can be expected to be
small enough for modern computers.

5 Linear Ordering Problems

There are several problems to which Theorems 1 and 3 can be applied. Several of these will
be discussed below. A good overview paper, discussion several linear ordering problems is
[5]. Relations between treewidth, pathwidth, and other parameters can be found in [1].

5.1 Treewidth

Treewidth is a well studied graph parameter. While treewidth is usually defined in terms
of tree decompositions, it also has a characterization as a vertex ordering problem (see e.g.,
[1, 4]. Using this characterization, in [3] explicit proofs of algorithms as in Theorems 1
and 3 are given for Treewidth. Several improvements on these algorithms were made:
using balanced separators and potential maximal cliques, a polynomial space algorithm
using O((2.9512n) time was given in [3]. This was improved further with a clever method
to list and count the number of potential maximal cliques to O(2.6151n) time by Fomin
and Villanger [8]. Several papers give improved algorithms for Treewidth, if we allow
exponential space. An algorithm with O(1.9601n) time was given in 2004 by Fomin et
al. [6]. This was improved further in [16, 7, 8, 9]; the best running time is given by a recent
paper by Fomin and Villanger, who solve Treewidth in O(1.7347n) time.

5.2 Minimum Fill-in

A problem, related to treewidth, is the Minimum Fill-In problem. Exact algorithms
with exponential space for Minimum Fill-In were obtained by Fomin et al. [6], and later
improved [16, 7, 8, 9]; the currently fastest algorithm uses O(1.7347n) time and space [9].
These algorithms use the same techniques as for Treewidth. The Minimum Fill-In
problem has important applications in Gaussian elimination.

The minimum fill-in of a graph G = (V, E) is the minimum over all triangulations
H = (V, EH) of G of |EH −E|, i.e., the minimum number of edges that, when added to G,
make G chordal.

For a graph G = (V, E), a linear ordering of its vertices π ∈ Π(V ), and a vertex v ∈ V ,
let

Rπ(v) = |{w ∈ V | π(w) > π(v) ∧ there is a path from v to w in G[π≤,v ∪ {w}]}|

The following proposition can be shown in the same way as a similar result for
Treewidth in [3].
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Proposition 5 Let G = (V, E) be a graph, and k a non-negative integer. The minimum
fill-in of G is at most k if and only if there is a linear ordering π of G, such that∑

v∈V

Rπ(v) ≤ k + |E|

While for Treewidth there are polynomial space algorithms that are faster than the
O∗(4n) bound implied by Theorem 3, this remains open for Minimum Fill-In.

5.3 Pathwidth

The pathwidth of a graph is usually defined in terms of path decompositions, but it has
several equivalent characterizations, see e.g., [1] for an overview. Kinnersley [13] showed
that pathwidth can be defined as a vertex ordering problem. We use this characterization
to obtain the exact algorithms.

Definition 6 The vertex separation number of a linear ordering π of G = (V, E) is

max
v∈V

|{w ∈ V | ∃x ∈ V : {w, x} ∈ E ∧ π(w) < π(v) ≤ π(x)}|

The vertex separation number of a graph G is the minimum vertex separation number over
all linear orderings of G.

Theorem 7 (Kinnersley [13]) The vertex separation number of a graph equals its path-
width.

We thus see that the Vertex Separation Number has the shape for which we can
apply Theorems 1 and 3. Very recently, Suchan and Villanger [15] obtained a faster exact
algorithm for Pathwidth, i.e., using O(1.9657n) time and exponential space. It is open
if this can be used for a faster algorithm with polynomial space.

5.4 Minimum Interval Graph Completion

Another problem, related to Pathwidth, which can be solved with Theorems 1 and 3
is the Minimum Interval Graph Completion problem. The Minimum Interval
Graph Completion problem is the following: given a graph G = (V, E), what is the
minimum size of a set of edges, that, when added to G, yield an interval graph. The
problem is known to be equivalent to the Sum Cut problem and the Profile problem,
see for example [5]. In the Sum Cut problem, we look for a linear ordering π which
minimizes ∑

v∈V

|{w ∈ V | ∃x ∈ V : {w, x} ∈ E ∧ π(w) < π(v) ≤ π(x)}|
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5.5 Cutwidth and Variants

The cutwidth of a linear ordering π of a graph G = (V, E) is

max
v∈V

|{w, x} ∈ E ∧ π(w) ≤ π(v) < π(x)}|

The modified cutwidth of a linear ordering π of a graph G = (V, E) is

max
v∈V

|{w, x} ∈ E ∧ π(w) < π(v) < π(x)}|

The cutwidth (modified cutwidth) of a graph is the minimum cutwidth (modified cutwidth)
of a linear ordering of it. The parameters have variants for directed acyclic graphs. The
cutwidth (modified cutwidth) of a directed acyclic graph G = (V, A) is the minimum
cutwidth (modified cutwidth) of a topological ordering of G; the latter are defined similar
to the undirected counterparts. By setting f(G, S, v) to a very high value when there is an
arc (v, w) ∈ A with w ∈ S, we can force that the minimum is taken at a topological sort,
and thus fit the problem into the form of Theorems 1 and 3.

5.6 Optimal Linear Arrangement

The Optimal Linear Arrangement problem, of which the decision variant was proved
NP-complete in [10], asks, given a graph G = (V, E), for the minimum over all linear
orderings π of

∑
{v,w}∈E |π(v) − π(w)|. The following simple lemma shows that we can

write the problem again in the form where we can apply Theorems 1 and 3.

Lemma 8 For each graph G = (V, E), and for each linear ordering π of G,∑
{v,w}∈E

|π(v)− π(w)| =
∑
v∈V

|{{x, y} ∈ E | π(x) ≤ π(v) < π(w)}|

The directed variant, where we look for topological orderings π of G = (V, A) with∑
(v,w)∈A(f(w)− f(v)) can be handled in a similar way.

5.7 Directed Feedback Arc Set

The Directed Feedback Arc Set is the following: given a directed graph G = (V, A),
find a set of arcs F ⊆ A with |F | as small as possible, such that (V, A− F ) is acyclic, i.e.,
each cycle in G contains at least one arc in F . It is a variant of the well known Feedback
Vertex Set and Directed Feedback Vertex Set problems (which look for a set of
vertices that break all cycles). (The problem to find in an undirected graph a minimum
size set of edges that breaks all cycles is trivial; its weighted variant is a reformulation
of the polynomial time solvable Minimum Spanning Tree problem. The (Directed)
Feedback Vertex Set problems are trivially solvable in O∗(2n) time with linear space,
and thus we have to focus only to Directed Feedback Arc Set.) One can also look
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to a weighted variant: each arc has a weight, and we look for a set of arcs that break all
cycles of minimum total weight.

The following lemma shows that we can formulate (Weighted) Directed Feedback
Arc Set in a shape such that Theorems 1 and 3 can be applied. Recall that a graph is
acyclic, if and only if it has a topological ordering.

Lemma 9 Let G = (V, A) be a directed graph, and let w : A → N be a function that
assigns each arc a non-negative integer weight. Let K ∈ N be an integer. There exists a
set of arcs F ⊆ A with (V, A − F ) acyclic and

∑
a∈F w(a) ≤ K, if and only if there is a

linear ordering π of G, such that
∑

(x,y)∈A, π(x)>π(y) w((x, y)) ≤ K.

5.8 Summary

The following result summarizes the discussion in the paragraphs above.

Theorem 10 Each of the following problems: Treewidth, Minimum Fill-In, Path-
width, Sum Cut, Minimum Interval Graph Completion, Cutwidth, Directed
Cutwidth, Modified Cutwidth, Directed Modified Cutwidth, Optimal Lin-
ear Arrangement, Directed Optimal Linear Arrangement and Directed
Feedback Arc Set

1. can be solved in O∗(2n) time and O∗(2n) space.

2. can be solved in O∗(4n) time and polynomial space.

In each case, the O∗(2n) algorithm resembles the classic Held-Karp algorithm for TSP
[12], and the O∗(4n) its variant by Gurevich and Shelah [11]. Note that for Treewidth,
Minimum Fill-In and Pathwidth faster algorithms with exponential space are known
[9, 15], and for Treewidth a faster algorithm with polynomial space is known [6, 7].

6 Concluding Remarks

This note discusses simple exponential time algorithms for a collection of vertex layout
problems. Recently, Koivisto and Parviainen [14] have exploited the ideas further, and
show that a tradeoff between time and space can be made, i.e., they give a range of
algorithms, running in O(cn) time and O(sn) space, for various values of c and s.

Computational experiments in [3] show that the O∗(2n) time algorithm for Treewidth
is practical for small graphs, especially when one applies a few optimizations to the algo-
rithm. A similar algorithm engineering study for other problems that we listed in Section 5
would be very interesting.
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