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Foreword

This document contains abstracts of the papers that were presented at the 8th European Workshop on Computational Geometry (CG '92), held in Utrecht (The Netherlands), March 12-13, 1992, and supported by EURICS, the Eindhoven-Utrecht Research Institute in Computing Science. It was the first time that this workshop—formerly known as the German Workshop on Computational Geometry—took place outside Germany or Switzerland. Moreover, the official language of the workshop has switched from German to English. We think that the increased interest in the workshop warrants this more international approach.

The increased interest also led to a problem: the number of submissions was too large to accommodate all speakers, and we had to disappoint some people. The final program contains 27 presentations, leading to a diverse and interesting program. We thank everyone who contributed to the workshop, and we hope that the reader will enjoy reading the abstracts.
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Path Planning Under Uncertainty  
(How to Look Around a Corner)

Christian Icking  Rolf Klein
Praktische Informatik VI
FernUniversität Hagen
Elberfelder Straße 95
5800 Hagen 1, Germany

Abstract

Let \( l_1, l_2 \) be two halflines in the plane meeting at vertex \( v \), and let \( \sigma < \pi \) be the counterclockwise angle from \( l_1 \) to \( l_2 \) around \( v \). Let \( s \) be the point on \( l_1 \) that has unit distance to \( v \). Suppose that the wedge \( (l_1, l_2) \) is opaque, like the corner of a building, so that a robot standing at \( s \) cannot see any point of \( l_2 \) (except \( v \)). In particular, the robot does not have any clue as to the size of \( \sigma \).

The robot's task is to "look around corner \( v \)", i.e. to move in such a way that \( l_2 \) becomes visible as efficiently as possible. We are interested in a competitive strategy where the worst case ratio of the length of the path the robot walks before it can see \( l_2 \) and the length of the shortest path from \( s \) to a point from which \( l_2 \) is visible is as small as possible.

With naive methods, one can show that 1.15 is a lower bound for the competitive factor of this problem. Also, one can give a simple strategy that always achieves a factor less than 1.57.

In this talk we present an optimal competitive strategy for the corner problem. It involves the unique solution of a differential equation of Abel type. Approximately, its competitive factor is 1.212.
Secure Path Planning

Sabine Stifter
RISC-Linz
Johannes Kepler University
A-4040 Linz, Austria

Our investigations have been motivated by an industrial project on the automated control of tunneling: For the lining of tunnels by concrete rings an erector (a robot in its nature) is used. The erector consists of a body, an arm and a gripper. The body can move along the axis of the tunnel, the arm can rotate around this axis and can be extended. The gripper has three joints and a gripping mechanism. The gripper joints are only used for the final assembly of the ring elements.

The task of the erector is to grip the ring elements from a conveyor, bring them to the “insertion position” and install them. Typical obstacles in the region where the erector is moving are conveyor belts and cables. The critical motion – with respect to collisions – is the path form the gripping position to the insertion position.

There are several criteria with respect to which the path should be optimized: The path should be

- short with respect to time,

- secure in the sense that, in case several joints are moving simultaneously, no collision occurs even if synchronizations of the joints are not implemented,

- the angle or stroke each joint is moved should be minimal.

Although the motivation comes from a very concrete example, the formulation of the problem is applicable in many areas of path planning: Consider a robot with $n$ joints. For a start position $p$ and a goal position $q$, find a path from $p$ to $q$ that is secure and short with respect to time and/or length.

Shortest paths with respect to time or length have already been extensively considered in the literature. However, it is usually assumed that any path can be followed by the robot, not going into details how the synchronization of the joints can be done. So we mainly stick to the problem of finding secure paths that are “short” with respect to time (not necessarily shortest). Stopping the motion of a joint and starting it again needs a not neglectable amount of time. So there has to be a balance between shortest paths and the number of interrupts for the motion.

Formally, we define a secure path to be a sequence $(\phi_1, \ldots, \phi_k)$ of monotone (w.r.t. each coordinate) curve in configuration space such that with each monotone segment $\phi_i$ from $p$ to $q$ all curves (paths) in the box having $p$ and $q$ as diametral vertices are collision free, i.e. contained in free space.
Compare the following figure:

This already implies that secure paths can be constructed by partitioning (an approximation of) free space into boxes that only contain secure paths. The final path is contained in a sequence of such boxes. Moving from one box to a second one is only secure if the motion is stopped at the boundary of the box (i.e. one waits till all joints have reached the specified position) and only then all joints start a new motion.

So one is interested in having a minimal number of boxes in the sequence in order to minimize the number of times the joints have to be stopped. On the other hand, a minimal number of boxes in the sequence does not necessarily yield a shortest path with respect to time or length. The two requirements are often contradictory.

We study the complexity of finding secure paths and how to construct secure paths that are also short with respect to time or length.
ARTIBODIES: A SYSTEM FOR MODELLING
ARTICULATED BODIES

J.E. Mebius
TU Delft
Vakgroep Technische Informatica
2600 AJ Delft
the Netherlands

1 Extended Abstract

1.1 Introduction

Articulated bodies consist of rigid links connected by joints. The ARTIBODIES system is restricted to articulated bodies in which 1) each joint connects exactly two links and 2) there are no kinematic loops. Restriction 1) allows a graph representation: joints correspond to edges and links to vertices. Restriction 2) amounts to allowing only free trees as articulated-body graphs. This idea is not new: see [LIEG 1985, Ch. 4.4.3] or [WITT 1977], but the present elaboration is, to the best knowledge of the author.

By assigning an arbitrary link as the primary link the articulated body becomes hierarchically organised, and its graph becomes a rooted tree. Each joint connects a predecessor link and a successor link. The lowest level of this hierarchy consists of the primary link, the next- higher level consists of the links connected to the primary link, if any, etc., until on each highest level one meets links without successor (end links). Each link except the primary link has a predecessor link, and the joint between them really exists; the primary link has no predecessor by nature, but it is convenient to think of the primary link as being connected to the outside world by a fictitious joint, its so-called OSW link, the outside world playing the rôle of predecessor link (OSW link). Articulated-body trees have a finite variable unrestricted branching degree.

1.2 Coordinate systems

To each link a Cartesian coordinate system is attached: its Link Coordinate System LCS. The OSW link carries the Absolute Coordinate System (ACS).

A link is said to be in standard position and orientation if its LCS coincides with the ACS. A complete specification of a link in general position and orientation consists of a fixed part: its specification relative to its LCS, and a variable part: the displacement D from the ACS to its LCS. In computer graphics this displacement is known as the modelling transformation.

D is uniquely represented by a rotation followed by a translation, in formula: \( D(r) = R(r) + T \). The rotation R introduced above is called the absolute orientation of the link and its coordinate system; the relative orientation of a coordinate system LCS' with respect to a coordinate system LCS is the rotation part of the displacement from LCS to LCS'.

9
1.3 Design of the ARTIBODIES software

Tree data structure: there are link nodes and joint nodes. A link node has a name and contains the absolute position and orientation of the link: the position as the vector $T$, the orientation as the Euler-Rodrigues parameters of the rotation $R$. The link node contains also data to draw a picture on the CRT screen. A joint node has a name and contains the relative position and orientation of the successor link with respect to the predecessor link, also as a vector and a set of Euler-Rodrigues parameters.

At the root we have the OSW link node. It points to a linked list of joint nodes, which represent the fictitious OSW joints of several articulated bodies. Each of these joint nodes points to a link node for the primary link. Each primary-link node points to a linked list of joint nodes which may have any length, including zero, depending upon the graph structure of the body. In general each joint node carries exactly one link node, and each link node carries zero or more joint nodes. For convenience each joint node also points back to the node of the predecessor link.

Procedures: all ARTIBODIES tree procedures perform conventional tree and list traversals. They pertain to operations on a single articulated body (single-body procedures) or on the entire forest of articulated bodies (multiple-body procedures).

Single-body procedures have the OSW joint node as a parameter, directly access the primary link, do their work and terminate. Multiple-body procedures conceptually have the OSW link node as a parameter, but are conveniently implemented with the first OSW joint node as a parameter instead of the OSW link node. They operate like single-body procedures, but instead of terminating after the first joint node, they process the entire list of joint nodes.

The single-body procedures operate depth-first: they access the successor link node and iterate through its joint node list, calling themselves recursively for each node in the list. Iterations stop when the list is exhausted, recursions stop when end link nodes are reached. The multiple-body procedures call their single-body counterparts iteratively until the joint node list is exhausted.

1.4 ARTIBODIES specification language

ASL (ARTIBODIES Specification Language) is a language for specifying the position, orientation and configuration of articulated bodies. In accordance with the hierarchical nature of the data structure to be described, ASL is a context-free non-regular language, which is interpreted by a finite-state automaton with stack.

The idea of ASL is best explained with the help of an example: the male human body. Due to lack of space only the graph structure is given.

```
JL JLJLZZZ JLJLJLZZZ JLZ JLJLJLZZZ JLJLJLZZZ JLZ Z
JL (Centre and Torso) Z
JL Z (Hip and Thigh; Shoulder and Upper Arm)
JL Z (Knee and Lower leg; Elbow and Forearm)
JLZ (Ankle and Foot; Wrist and Hand: end links)
```
Torso, hands and feet are here modelled as non-articulated parts of the body. Primary link is the torso.

The primary link is specified by the outermost J and L clauses and Z token. A J clause is always followed by an L clause; together they act like an opening parenthesis. The corresponding closing parenthsis is represented by the Z token. All joints and links at the next-higer level are specified by J and L clauses and Z tokens within the JLZ for the primary link. In our example they are the neck and head, the shoulders and upper arms, the hips and thighs, and the pubic area and penis. For the limbs we must ascend two more levels to get at the extremities.
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Computation of Free Configuration Space by Solid Modeling Techniques
Fausto Bernardini  Vincenzo Ferrucci  Alberto Paoluzzi

Dip. di Informatica e Sistemistica
Università “La Sapienza”
Via Buonarroti 12, 00185 Roma

We present a new method for approximate computation of the free configuration space of mobile systems. The geometrical methodology, introduced in [2], makes use of multidimensional solid modeling techniques. A more detailed discussion of the approach presented here can be found in [1].

Modeling degrees of freedom  Consider a rigid body $B$ which is free to translate in the plane along a given direction. Then, its position is uniquely determined by a single scalar parameter. The set of all possible positions that the object may assume can be represented by extruding it in 3D space. Any position of $B$ is obtained by sectioning the extruded volume with a plane, and projecting the section back onto the original 2D space. Now, consider a system of several $d$-dimensional rigid bodies. For sake of concreteness, suppose we deal with two bodies embedded in $\mathbb{R}^n$, $B_1$ with one rotational degree of freedom $\alpha$, and $B_2$ with one translational degree of freedom $t_1$. A representation of all possible instances the system may assume accordingly to the variation of $\alpha$ and $t_1$ is obtained with two extrusion steps, where each step encodes one degree of freedom. First, $B_1$ is screw extruded because of the dependency of its position from $\alpha$, resulting in $B_1' \subset \mathbb{R}^{n+1}$; since $B_2$ exhibits no dependency from $\alpha$, a suitable linear extrusion is applied to it. Actually, sectioning $B_2'$, the solid obtained by extruding $B_2$, with a hyperplane $\alpha = \text{cost}$ and projecting back onto $\mathbb{R}^n$ must yield $B_2$ itself. Such an extrusion is called a straight extrusion. The second extrusion step reflects dependency from $t_1$. By a symmetric argument, since $B_1$ does not exhibit dependence from $t_1$, $B_1'$ is straight extruded yielding $B_1'' \subset \mathbb{R}^{n+2}$, to guarantee sections with a hyperplane perpendicular to the $x_{n+2}$ axis to be constant. Conversely, the body $B_2$ varies its position with $t_1$, so an appropriate linear extrusion is performed.

The whole system composed of two rigid bodies is now represented as a $(d+2)$-dimensional object in $\mathbb{R}^{n+2}$, with the implicit assumption that degrees of freedom are mutually independent, i.e. the system is holonomic. The discussion generalizes easily to any number of bodies and to any mix of degrees of freedom.

Extended Configuration Space  Let the moving system $R \cup E \subset \mathbb{R}^d$ be composed of a set of rigid parts $R \{R_i\}$ and a set of rigid obstacles $E \{E_i\}$. The mobile system and the obstacles are usually bidimensional or three-dimensional, so that $d = 2, 3$. If the obstacles move along known trajectories, the whole system can be statically modeled taking into account time as an additional dimension, thereby obtaining a 3D or 4D spacetime, respectively.

The workspace $WS \subset \mathbb{R}^d$, a subset of the geometrical space embedding the moving system, identifies the region of interest. A convenient choice is an enclosing hypercube —
Solid model of the moving system
↓
Extrusion in ECS
↓
Computation of the intersection sets $C_i$
↓
Projection of each intersection set from ECS onto CS
↓
Union of the projected sets in CS
↓
Difference between CS and the union set

Figure: Conceptual skeleton of the ECS method

in 2, 3 or 4 dimensions. The configuration space $CS = I_1 \times \cdots \times I_k \subseteq \mathbb{R}^k$ is the product space of range intervals $I_i$ of configuration parameters, where $k$ is the total number of degrees of freedom of $R$. If range intervals of configuration parameters are normalized CS is the standard $k$-dimensional hypercube.

Extended Configuration Space method: The Extended Configuration Space ECS is defined as $WS \times CS$, and therefore is a $(d + k)$-dimensional hypercube.

1. Modeling Step. A suitable (simplicial or convex decomposition) solid model of both $R$ and $E$ is given within their geometrical embedding space.

2. Extrusion Step. Both the robot and the obstacles are extruded in Extended Configuration Space, so obtaining a set $S$ of higher dimensional convex objects.

3. Intersection Step. Both auto-intersections of the robot and intersections of the latter with obstacles are checked and computed. The result is a set of quasi-disjoint convex sets, $\{C_i\}$.

4. Projection Step. Each convex set $C_i$ in ECS is projected onto CS. This process can be thought of as a sequence of $d$ elementary projections, where an elementary projection is a projection along a coordinate direction. The result is the set

$$\{\Pi_{CS}(C_i)\},$$

which is still a collection of convex sets, now in configuration space, but these are unfortunately no longer quasi-disjoint.

5. Union Step. The set of points in configuration space which correspond to prohibited configurations (configuration space obstacles) for the moving system is obtained as

$$\bigcup \Pi_{CS}(C_i).$$
6. **Difference Step.** The difference between the configuration space CS and the set obtained as in Step 5 coincides with FP, the free configuration space of the moving system $R \cup E$.

The key issue to be solved in order to obtain a practical method from the general ECS method is mainly a representational one. How do we represent the entities which have to be manipulated in the different steps of the method? How do we perform the operations (intersection, projection, union, difference) in the higher dimensional spaces ECS and CS?

Originally [2], the technique was presented and analyzed by using a representation based on simplicial decompositions throughout Steps 1-6. A first disadvantage is the exponential growth in the size of the representation while building the ECS representation of the moving system, whereas a second weak point is the difficulty of performing in an efficient way the projection $\Pi_{CS} (C_i)$, as well as of computing the result of the required union and difference operations.

**Preliminary discussion** We discuss a different instance of the method, which solves many of the previous difficulties, while using the same high-level conceptual scheme. The idea is to push back the computation of all geometric details to the very last minute, using an *implicit* representation scheme $IR$ as long as possible and moving to an *explicit* representation scheme $R$ only when strictly necessary. A further keypoint is that $R$ must exploit as well as possible the peculiarity of the projection operation and the simplicity of the geometry of the intersections in ECS — a set of quasi-disjoint convex sets $\{C_i\}$.

It is necessary to switch to an explicit representation scheme $R$ when the projection step has to be performed. The following operations must be performed with reasonable computational effort:

(a) given the implicit representation $IR$ of the convex set $C_i$, compute its explicit representation $R(C_i)$.

(b) given $R(C_i)$, compute $R(\Pi_{CS} (C_i))$, the representation of the projection of $C_i$ onto CS.

(c) given the representation of the projections of the $C_i$'s onto CS, compute the representation of their union

$$R \left( \bigcup_i \Pi_{CS} (C_i) \right),$$

and of FP as the difference between CS and the former.

The choice of both $IR$ and $R$ is critical for the practicability and effectiveness of the resulting algorithm. Moreover, since the necessity of conversion arises, the two schemes can not be selected independently from each other. In the combination we propose $IR$ is given by a set of linear inequalities and $R$ by a bintree, a dimension-independent generalization of quadtrees and octrees. The representation conversion (a) is performed by its reformulation as a CSG to bintree conversion problem. The projection (b) of a bintree and the computation of union (c) deserve no additional difficulties.
**Potential for Parallelization**  A peculiarity of the method proposed in the previous sections is a high degree of data independence. Starting from the modeling step, consider a convex cell of the decomposition of $R \cup E$ as the basic data unit to be manipulated. Such convex cells can be distributed to different processors, and the extrusion step can be performed in parallel with no interprocessor communication. At this point, each processor owns a set of convex cells in ECS. Due to the properties of the extrusion operator, cells belonging to such a set are quasi-disjoint, so that only cells belonging to distinct sets need to be checked for intersection. However, the intersection step requires intensive interprocessor communication. After that, conversion to bintree representation and projection of each convex cell can be executed in parallel, whereas resynchronization is required for the union operation in CS.

Assuming a distributed memory parallel machine, we observe that the bintree representing a convex cell might not fit entirely in local memory. An alternative is to subdivide the ECS space and assign a region to each processor, in an attempt to balance the amount of geometric data to be held in their own memory by different processors. When the ECS space is subdivided in cubic cells, the same technique as before can be applied, since the conversion algorithm from $\mathcal{T} \mathcal{R}$ to $\mathcal{R}$ does handle the case of non-convex objects.

**References**


An Optimal Algorithm for the Maxima Set Problem for Data in Motion*
(Extended Abstract)

Paolo Giulio Franciosa
Università "La Sapienza", Dipartimento di Informatica e Sistemistica, via Salaria 113, I-00198 Roma, Italia.

and Carlo Gaibisso

and Maurizio Talamo
Università "La Sapienza", Dipartimento di Informatica e Sistemistica, via Salaria 113, I-00198 Roma, Italia.

1 Introduction

In this paper we consider a quite new context, in which algorithms are designed in order to on-line process a sequence of queries concerning a set of moving objects with bounded speeds.

The fact that objects are moving instead of changing (i.e. appearing and/or disappearing) makes exploitable the knowledge about the positions they assumed.

If a classical dynamic approach is followed in the solution of data motion problems, a change in a piece of data will always imply some delete/insert operation, while, according to the data motion approach, if an object moves without modifying its relationship with other objects, as far as the query answer is concerned, this move could actually result in no action at all.

The paper refers to the computational model introduced by Kahan [2] for problems involving moving data. In the same paper results concerning the data motion version of some basic problems in 1-dimension are derived, such as determining maximum, median, and minimum gap of a set.

We face the well known problem of determining the maxima of a set of points, but in this context points represent the position of moving objects in $\mathbb{R}^d$, for any $d$, each having a known speed bound. We consider the problem in 2 dimensions in the case of both uniform and non-uniform speed bounds.

In both cases we give a 3-lucky algorithm and prove that 3 is the optimal lucky ratio. Unformally speaking, the lucky ratio of an algorithm $D$ is the worst case ratio between the number of objects $D$ and the best non-deterministic algorithm, they must investigate for their actual position (Update operations) in order to answer the same query (see [2] for a formal definition of lucky ratio).

*Work partially supported by the ESPRIT II Basic Research Actions Program of the European Community under contract No. 3075 (project ALCOM) and by the Italian MPI National Project “Algoritmi e Strutture di Calcolo”.
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The algorithm dealing with uniform speed bounds processes a single query $q$ in $O(\min(k \cdot \log^2 n, n \cdot \log n))$ worst case computation time, where $k$ is the number of maximal objects in the solution plus the number of $Update$ operations performed answering $q$.

In the non-uniform case an $O(n \cdot \log n)$ worst case computation time algorithm is given.

Both algorithms require $O(n)$ worst case space.

As far as the $d$-dimensional problem is concerned, we prove that for any $k$, not any $k$-lucky algorithm exists in 3 or more dimensions. This means that for any deterministic algorithm $D$ there are instances that could be solved by performing only one $Update$ operation, while $D$ must investigate the actual position of all objects.

2 Problem

We are given a set $M = \{p_1, p_2, \ldots, p_n\}$ of point-shaped objects assuming positions in $\mathbb{R}^d$ and a set $R = \{r_1, r_2, \ldots, r_n\}$ of rates in $\mathbb{R}$ such that, if $P(p_i, t)$ denotes the position of $p_i$ at time $t$, $\text{dist}^1(P(p_i, t), P(p_i, t + \Delta)) \leq \Delta \cdot r_i$, for any $t, \Delta \geq 0$ and $p_i \in M$. The problem consists in on-line processing a sequence of queries $Max(t_1), Max(t_2), \ldots, Max(t_m)$, where $Max(t_i)$ denotes the set of all maximal objects, i.e. objects whose position at time $t_i$ is maximal [4] with respect to those of all other objects, and $t_i$ is assumed to be less than or equal to $t_{i+1}$, $i = 1, 2, \ldots, m - 1$. Furthermore, since the sequence has to be processed on-line, $t_i$ will not be available until $Max(t_{i-1})$ has not been answered.

3 Model and Basic Definitions

The model introduced by [2], which we will refer to in the paper, can be considered as a RAM with uniform costs [1] having an open window on the world, which consists of a set $M = \{p_1, \ldots, p_n\}$ of point-shaped moving objects assuming positions in $\mathbb{R}^d$.

The RAM set of primitives is extended by the $Update(p)$ operation, which, if invoked while processing query $q(t)$, returns the position $P(p, t)$ of object $p$ at that time.

A data motion algorithm $A$ on-line processes sequences of queries $Q = q(t_1), \ldots, q(t_m)$, with $t_i < t_{i+1}$, $i = 1, 2, \ldots, m - 1$, and involves both RAM and $Update$ operations.

The worst case computation time of $A$ is defined as $\sup_Q \max_{q \in Q} C_A^T(q)$, where $C_A^T(q)$ is the number of RAM operations performed by $A$ to process query $q$.

The performance of $A$ in terms of $Update$ operations is compared with that of an hypothetical lucky algorithm.

In this respect, let us assume that, for some $p_i \in M$, the last $Update(p_i)$ operation has been performed while processing query $q(t)$: at time $t' = t + \Delta$ all is known about the position of $p_i$ is the free range $[f_{i1}, f_{i2}] \times \ldots \times [f_{id}, f_{id}]$ in which it could lie, where $[f_{ik}, f_{ik}]$ is the projection of $\{ x \mid \text{dist}(x, P(p, t)) \leq \Delta \cdot r_i \}$ on dimension $k$.

The set of all the free ranges of objects in $M$ at a certain time will be referred to as the state of knowledge at that time.

In order to process query $q(t)$ the state of knowledge at time $t$ could be too vague, thus requiring some $Update$ operations. The lucky algorithm selects in a non-deterministic way which objects to update in order to perform the minimum number of such operations, as if it already knew the actual position of objects within the corresponding free ranges and just wants to prove the correctness of its solution.

\[^1\text{dist}(a, b)\] denotes the $L^\infty$ distance between $a$ and $b$. 
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Algorithm $A$ is said to be $k$-lucky if for all queries $q$ and with respect to any state of knowledge, $C^U_A(q) \leq k \cdot C^U_L(q) + O(1)$, where $C^U_A(q)$ and $C^U_L(q)$ denote the number of Update operations performed respectively by $A$ and the lucky algorithm to process query $q$.

Algorithm $A$ has optimal lucky ratio $k$ if $A$ is $k$-lucky and no algorithms $k'$-lucky exist, with $k' < k$.

Given two free ranges $a = [a_{l1}, a_{h1}] \times [a_{l2}, a_{h2}] \times \ldots \times [a_{ld}, a_{hd}]$ and $b = [b_{l1}, b_{h1}] \times [b_{l2}, b_{h2}] \times \ldots \times [b_{ld}, b_{hd}]$, we say $a$ dominates (resp., potentially dominates) $b$ if and only if $(a_{l1}, \ldots, a_{ld})$ (resp., $(a_{h1}, \ldots, a_{hd})$) dominates $(b_{h1}, \ldots, b_{hd})$.

A free range is said external if and only if it is not potentially dominated by any other free range in the current state of knowledge.

A free range $a$ is in conflict with $b$ if and only if a non-empty set $D$ of indices of coordinate exists such that $(\forall i \in D) [a_{li}, a_{hi}] \cap [b_{li}, b_{hi}] \neq \emptyset$ and either $(\forall i \in \{1, \ldots, d\} - D) a_{hi} < b_{hi}$, or $(\forall i \in \{1, \ldots, d\} - D) a_{hi} > b_{hi}$.

It is worth noting that if $a$ is in conflict with $b$ it is not possible to decide about the dominance relation between objects, i.e. the object of $M$ corresponding to $a$, and object of $b$ without performing at least one Update operation.

A set $C$ of free ranges is a crucial set if and only if either

1. $C = \{a, b\}$, $a$ and $b$ are external and $a$ is in conflict with $b$, or
2. $C = C' \cup \{b\}$, where:
   - $C' = \{a^1, a^2, \ldots, a^k\}$ is the set of all external free ranges that potentially dominates $b$;
   - $C'$ does not contain any couple of in conflict free ranges;
   - $b$ is not potentially dominated by any other free range;
   - $b$ is not dominated by any free range.

A free range $a$ is said maximal if and only if for any free range $b$ in the current state of knowledge $(b_{h1}, \ldots, b_{hd})$ does not dominate $(a_{l1}, \ldots, a_{ld})$, i.e. object $a$ is guaranteed to be maximal.

## 4 Lower Bounds

The following lemma is crucial in proving our lower bounds:

**Lemma 4.1** Let $ST$ be any update strategy for the data motion maxima problem and $K$ any state of knowledge containing a crucial set $C$, then $ST$ must Update at least one free range in $C$.

Concerning the 2-dimensional version of the problem, it is possible to prove that:

**Lemma 4.2** Let $ST$ be any deterministic strategy for the data motion maxima problem in 2 dimensions: it is possible to generate a configuration $C$ of 3 free ranges and to locate the corresponding objects in such a way that $ST$ must perform 3 Update operations in order to determine which among the objects are maximal, while the lucky strategy Lucky needs only one Update to solve the same problem.
Lemma 4.2 immediately leads to:

**Theorem 4.3**  There is no update strategy for the data motion maxima problem in 2 dimensions that can lead to a k-lucky algorithm with \( k < 3 \).

Let us now consider the \( d \)-dimensional case, \( d \geq 3 \). Lemma 4.2 becomes:

**Lemma 4.4**  Let \( ST \) be any deterministic strategy for the data motion maxima problem in \( d \) dimensions, \( d \geq 3 \): for any integer \( n > 0 \) it is possible to generate a configuration \( C \) of \( n \) free ranges and to locate the corresponding objects in such a way that \( ST \) must perform \( n \) Update operations in order to determine which among the objects have maximal position, while Lucky needs only one Update to solve the same problem.

Leading to the following lower bound:

**Theorem 4.5**  There is no update strategy for the data motion version of the maxima problem in \( d \) dimensions, \( d \geq 3 \), that can lead to a k-lucky algorithm, for any \( k \).

This means that even an optimal algorithm in the worst case has very poor performances with respect to the lucky ratio.

5  Update Strategy

The update strategy \( ST^* \) we adopt in solving the data motion maxima problem is the following:

update all the non point-shaped free ranges belonging to some crucial set in the current state of knowledge, if any. Stop. otherwise.

It is possible to prove that \( ST^* \) always terminates and generates a state of knowledge from which the set of maximal objects can be determined without performing any Update operation.

The strategy performance in terms of lucky ratio are fixed by the following theorem:

**Theorem 5.1**  The above introduced strategy for the data motion maxima problem, in 2 dimensions has optimal lucky ratio 3.

6  3-lucky algorithms in 2 dimensions

Both the algorithms we describe, which solve the 2-dimensional version of the problem for uniform and non-uniform rates, implement strategy \( ST^* \).

In the case of non-uniform rates crucial sets are found by sweeping the plane from top to bottom. The event point schedule coincides with the order in which the sweep-line \( l \) enters free ranges in the current state of knowledge \( K \).

In order to answer a new query, a priority queue containing the event points is built from scratch.

While sweeping the plane, the algorithm maintains the left-to-right sequence of the external free ranges in \( K \) whose north-west vertex lies above \( l \). When a crucial set is
detected all involved free ranges are updated in such a way that there will be no crucial sets above l.

When the whole plane has been swept, the set of maximal objects corresponds to the set of external free ranges.

Obviously, since it strictly implements strategy \( S T^* \),

**Theorem 6.1** *The proposed algorithm has optimal lucky ratio 3.*

In addition it is possible to prove that:

**Theorem 6.2** *the algorithm has \( O(n \cdot \log n) \) worst case computation time and needs \( O(n) \) worst case space to answer a single query.*

Concerning the uniform rates version of the problem, instead of organizing from scratch the information related to the current state of knowledge each time a new query has to be answered, such an information is on-line maintained while processing the whole sequence of queries.

This approach is made possible by the data structure proposed by Overmars and van Leeuwen in [3]. The current set of external free ranges is scanned, updating the data structure each time a set of Update operations is trigged by the detection of a crucial set.

It is possible to prove that:

**Theorem 6.3** *the proposed algorithm requires \( O(\min(k \cdot \log^2 n, n \cdot \log n)) \) worst case computation time to process a query, where k is the number of maximal objects in the solution plus the number of Update operations, and needs \( O(n) \) worst case space.*
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Maxima in Convex Regions
(Short Abstract)

Mordecai J. Golin *
INRIA Rocquencourt
7815 Le Chesnay Cedex - France
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Suppose that $C$ is a bounded convex planar region. Let $p_1, \ldots, p_n$ be drawn I.I.D.
from the uniform distribution over $C$ and let $M_n^C$ be the number of the points which
are maximal. In this note we present results showing how the asymptotic behavior of
$\mathbb{E}(M_n^C)$ depends on the geometry of $C$.

1 Introduction

In this note we discuss $\mathbb{E}(M_n^C)$, the expected number of maximal points in a set of $n$
Independently Identically Distributed (I.I.D.) points drawn from the uniform distribution
over some bounded convex planar region $C$.

The corresponding question for convex hulls has been well studied. Renyi and Sulanke
[5] [6] proved that if $n$ points are chosen I.I.D. from $C$ then, if $C$ is a convex polygon, the
expected number of convex hull points is $\theta(\log n)$ while if $C$ is convex and has a doubly
continuously differentiable boundary the answer is $\theta\left(n^{1/3}\right)$. Dwyer [3] provides a survey
of more recent results.

The expected number of maxima has not been examined nearly as closely. It has been
known for many years [1] that if $C$ is the unit square then $\mathbb{E}(M_n^C) = \theta(\log n)$. Recently
Dwyer [3] proved that $\mathbb{E}(M_n^C) = \theta(\sqrt{n})$ when $C$ is a circle and also proved a general upper
bound $\mathbb{E}(M_n^C) = O(\sqrt{n})$ that is valid for any bounded convex planar $C$ (this result can
also be found in Devroye [2]).

In this paper we study the asymptotics of $\mathbb{E}(M_n^C)$ in detail. Note that the condition
that $C$ be convex is important. If it is abandoned then it can be shown that, for all functions $f$, $f(n) \leq n/\log^2 n$, and $f$ slowly varying at infinity, there is some $C$ such that
$\mathbb{E}(M_n^C) = \theta(f(n))$ (see [4]) for details). If $C$ is constrained to be convex the situation
is very different. We show in this paper that for convex $C$ either $\mathbb{E}(M_n^C) = \theta(\sqrt{n})$
or $\mathbb{E}(M_n^C) = O(\log n)$; nothing between these two functions is possible. We also give
sufficient conditions for $\mathbb{E}(M_n^C) = \theta(1)$ and $\mathbb{E}(M_n^C) = \theta(\log n)$.

The rest of the paper will use the following notation: if $p = (p.x, p.y)$ and $q = (q.x, q.y)$
are planar points we say that $p$ dominates $q$ if $p.x \geq q.x$ and $p.y \geq q.y$. If $S = \{p_1, \ldots, p_n\}$
is a set of points we say that $P$ is maximal in $S$ if there is no $q \in S$, $q \neq p$, such that $q$
dominates $p$. We set

$$\text{MAX}(S) = \{ p : p \text{ is maximal in } S \}.$$
See Figures 1 (a), (b) and (c). Suppose \( C \) is a bounded planar region. Let \( S = \{p_1, \ldots, p_n\} \) be a set of \( n \) points drawn I.I.D. from the uniform distribution over \( C \). Set \( M_n^C = |\text{MAX}(S)| \) to be the number of maximal points in \( S \). We will study \( E\left(M_n^C\right) \), the expected number of maximal points.

We will also look at the outer layer of \( S \), the set of all \( p \in S \) such that one of the four quadrants of the Cartesian axes centered at \( p \) contains no point in \( S \) (see [2] for more details). A set's outer layer always contains the set's convex hull. We define \( OL(S) \) to be the outer layer points of \( S \) and \( OL_n^C = |OL(S)| \) to be the number of such points.

## 2 Results

In what follows we will always assume that \( C \) is a closed region. We do this to ensure that \( C \) contains its boundary, \( \partial C \); this assumption makes our proofs slightly simpler. Notice that the assumption is not restrictive. If \( C \) is any bounded convex region then \( E\left(M_n^C\right) = E\left(M_n^C\right) \) because a point chosen from the uniform distribution over \( \overline{C} \) is in \( \partial C \) with probability zero. It thus suffices to analyze \( E\left(M_n^C\right) \) for closed \( C \). Our first theorem is:

**Theorem 1 (The Gap Theorem)** Let \( C \) be a planar convex region. We say that a point \( p \in C \) is an upper-right-hand-corner of \( C \) if \( p \) dominates every point \( q \in C \). The expected number of maxima among \( n \) points chosen I.I.D. uniformly from \( C \) is qualitatively dependant upon whether \( C \) has an upper-right-hand-corner:

- If \( C \) does not have such a corner then \( E\left(M_n^C\right) = \Theta(\sqrt{n}) \).
- If \( C \) does have such a corner then \( E\left(M_n^C\right) = O(\log n) \).

Note that for all convex \( C \) \( E\left(M_n^C\right) \) can not behave like a function asymptotically between \( \log n \) and \( \sqrt{n} \). Hence the name Gap Theorem, alluding to the gap between the two possible behaviors.

**Example 1** Figures 1 (b), (c), (d), (f), and (h) all have upper-right-hand-corners and thus have \( E\left(M_n^C\right) = O(\log n) \); figures 1 (a), (e), and (g) don't and so have \( E\left(M_n^C\right) = \Theta(\sqrt{n}) \).

Recall that \( OL_n^C \) is the number of outer-layer points among \( n \) points chosen I.I.D. uniformly from \( C \). Theorem 1 can be shown to say quite a lot about the expected number of outer layer points.

**Corollary 1** Let \( C \) be a planar convex region. If \( C \) is a rectangle with sides parallel to the Cartesian axes then \( E\left(OL_n^C\right) = \Theta(\log n) \). Otherwise \( E\left(OL_n^C\right) = \Theta(\sqrt{n}) \).

**Example 2** In Figure 1, (a) has \( OL_n^C = \Theta(\log n) \) while all of the other regions have \( OL_n^C = \Theta(\sqrt{n}) \).

Theorem 1 tells us that when \( C \) does not have an upper-right-hand-corner then \( E\left(M_n^C\right) = \Theta(\sqrt{n}) \). When \( C \) does have such a corner then all that we know is that \( E\left(M_n^C\right) = O(\log n) \).
To derive tighter bounds it is necessary to have better information about the tangents to the boundary of $C$ at the corner. We digress momentarily to introduce notation describing these tangents.

Let $C$ be a convex region. We say that $C$ has an upper-right-hand-corner $p$ if $p \in C$ dominates every point $q \in C$. If $C$ has such a corner then the boundary curve of $C$ as it leaves $p$ can be divided into two parts: one curve that goes down and the other that goes to the left. We define two functions $d(\alpha)$ and $l(\alpha)$:

$$
\begin{align*}
  d(\alpha) &= \beta \text{ such that } (p.x - \beta, p.y - \alpha) \text{ is on the down curve,} \\
  l(\alpha) &= \beta \text{ such that } (p.x - \alpha, p.y - \beta) \text{ is on the left curve.}
\end{align*}
$$

See Figure 2. While these functions are not defined for all real $\alpha$ the convexity of $C$ ensures that there is always some $\epsilon > 0$ such that both of the functions are well defined, convex and nondecreasing in $[0, \epsilon]$ with $d(0) = l(0) = 0$. Since the functions are convex their left and right derivatives exist everywhere in the interval except for the undefined left derivative at 0 and the undefined right one at $\epsilon$.

The down tangent to $C$ at $p$ is the tangent to the down curve at $p$. The slope of this tangent line is totally determined by the value of the right derivative $d'_+(0)$. If $d'_+(0) = 0$ the tangent line is vertical. Similarly, if $l'_+(0) = 0$ the left tangent line, the tangent to the left curve, is horizontal. This is illustrated in Figure 2.

The next two theorems discuss the behavior of $\mathbf{E}\left(M_n^C\right)$ when $C$ has an upper-right-hand-corner.

**Theorem 2** Let $C$ be a convex planar region with upper-right-hand-corner $p$. If the down tangent at $p$ is not vertical and the left tangent at $p$ is not horizontal then $\mathbf{E}\left(M_n^C\right) = \theta(1)$.

Otherwise $\mathbf{E}\left(M_n^C\right) = \Omega(1)$.

**Example 3** Figures 1 (b) and (f) have $\mathbf{E}\left(M_n^C\right) = \theta(1)$; figures 1 (c), (d), and (h) have $\mathbf{E}\left(M_n^C\right) = \Omega(1)$.

We now present a tight lower bound for many of the cases in which the left tangent is horizontal and/or the down tangent is vertical.

**Theorem 3** Let $C$ be a convex planar region with upper-right-hand-corner $p$. Suppose further that at least one of the two tangents to $C$ at $p$ fulfills the following (Lipschitz-like) conditions:

1. The down tangent is not vertical and there are positive constants $\delta$ and $c$ such that $l(\alpha) \leq c\alpha^{1+\delta}$.

2. The left tangent is not horizontal and there are positive constants $\delta$ and $c$ such that $d(\alpha) \leq c\alpha^{1+\delta}$.

3. There are positive constants $\delta$ and $c$ such that $d(\alpha) \leq c\alpha^{1+\delta}$ and $l(\alpha) \leq c\alpha^{1+\delta}$.

Then $\mathbf{E}\left(M_n^C\right) = \theta(\log n)$. 
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Condition (1) forces the left tangent to be horizontal and condition (2) forces the down tangent to be vertical. The conditions of the theorem can be thought of as requiring not only the left (down) tangent to be horizontal (vertical) but the curve leaving C itself to be "almost" horizontal (vertical) near p. These conditions might seem artificial but in practice are satisfied quite often. For example:

Example 4 As an application of Theorem 3 we find that if C is a convex polygon with an upper-right-hand-corner and a vertical down tangent and/or a horizontal left tangent at the corner then \( E(M_n^C) = \theta(\log n) \), e.g. Figures 1 (c), (d), and (h) have \( E(M_n^C) = \theta(\log n) \). Combining this with Theorems 1 and 2 we find that if C is a convex polygon then \( E(M_n^C) \) can have only one of three possible behaviors: \( \theta(\sqrt{n}) \), \( \theta(\log n) \), or \( \theta(1) \).

Acknowledgements: The author thanks Luc Devroye and Rex Dwyer for their emailed comments concerning the expected number of maxima. He also thanks Jon Bentley for the idea which led to the proof of Theorem 1 part (i).
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Figure 1: Figures (a), (b), and (c) each contain 10 points the maxima of which are marked by x's; (a) contains 5 maximal points, (b) 1 maximal point and (c) 3 maximal points. Figures (b), (c), (d), (f) and (h) all have upper-right-hand-corners (marked with a large point); the other figures don't have a corner. Figures (c) and (d) have horizontal left tangents; figures (c) and (h) have vertical down ones.

Figure 2: C has an upper-right-hand-corner p with a vertical down tangent at p and a non-horizontal left one. The middle figure portrays d(α), the displacement of the down boundary curve from the vertical line through p and the rightmost figure portrays l(α), the displacement between the left boundary curve and the horizontal line through p.
Art Gallery Problems in Integer Lattice Systems

Evangelos Kranakis\textsuperscript{1}

Michel Pocchiola\textsuperscript{2}

Abstract

The camera placement problem concerns the placement of a fixed number of point-cameras on the integer lattice of $d$-tuples of integers in order to maximize their visibility. We survey some of the combinatorial optimization and algorithmic techniques which have been developed in order to study this and other similar problems in the context of lattices and more generally, in combinations of lattice systems and tilings.

Figure 1: Optimal Configuration of 27 cameras in dimension 3
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Determining contractibility of curves

Haijo Schipper
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Abstract

In the last few years a new branch of computational geometry computational topology has developed. It studies complexity of and algorithms on topological structures just as computational geometry studies geometrical structures. Topology, sometimes informally called rubber sheet geometry, is closely related to geometry; however, it deals more with relations than with realizations. That is one is i.e more interested in incidence relations of triangles than in the actual coordinates of the vertices.

When studying curves on topological surfaces, one of the basic questions is whether a curve contracts to a point. Stillwell calls this problem the contractibility problem. The problem was solved from a mathematical point of view more than a century ago, in the 1880s. The solution uses the universal covering space of the surface, and the following theorem:

Theorem 0.1 A curve \( c \) on a 2-manifold \( \mathcal{M} \) can be contracted to a point if and only if the lifted curve \( \tilde{c} \) in the universal covering space \( \mathcal{U}(\mathcal{M}) \) is closed.

The algorithm will use the theorem above and constructs a part of the universal covering space to determine if a lifted part is closed and hence will answer the question whether a given curve on a 2-manifold is contractable to a point or not.

The algorithm will work in \( O(g^2k + gn) \) time, using \( O(g^2k + gn) \) storage, where \( g \) is the genus of the surface, \( n \) the number of triangles of the surfaces, and \( k \) the number of edges of the curve.
Multi-scale analysis of discrete point sets.

Marcel Worrin*  
Arnold W.M. Smeulders  
Department of Computer Science  
University of Amsterdam

Abstract

The computational aspects of the $\alpha$-shape and the $\alpha$-hull [2] [3] are well studied. In the reference, little attention is paid to the potential of the $\alpha$-shape as a descriptor of the shape of a discrete point set. We pose a set of general criteria a shape descriptor for discrete point sets should satisfy and prove that the directed $\alpha$-shape, which we call the $\alpha$-graph, satisfies the posed criteria. It yields a multi-scale description of the point set, which is proved to be closely related to both the opening scale space known from mathematical morphology [1] as well as the pseudo-convex hull [8]. As an application we show the use of the $\alpha$-graph in the multi-scale analysis of industrial objects.

1 Shape criteria.

Any geometrical structure to capture the shape of a point set should:

- define a boundary:  The geometrical structure should define the contour of $S$. Such a contour in fact is an ordered subset of $S$ and hence is a directional graph on $S$ indicating a relation among the elements of $S$. The contour thus defined provides a local definition of the form of $S$, and permits derivation of contour parameters such as length, orientation and local curvature. We concentrate on a proper definition of the boundary of $S$.

The geometrical structure should have the following properties:

- scale:  Any shape structure meant for general use should have a parameter regulating the scale. Such a parameter is indispensable when there is no a priori knowledge about the amount of detail of interest. To be precise, shape structures at different scales should be part of an one parameter family. In this one parameter family, the shape structure at a lower scale should be computable from a shape structure at higher scale [4].

- minimal:  At every scale the shape description should contain the necessary boundary information of $S$, but not more than that.

- increasing interior:  Any shape descriptor associates an area with the point set where additional points can be inserted not leading to a change in the shape structure. We define this area as the interior of $S$. The interior of $S$ is a function of scale as defined above. As a consequence, the interior at lower scale should contain any interior at higher scale.

- consistency with the continuous case:  For the case where the point set $S$ is the result of a sampling from a continuous object $\mathcal{S}$, the boundary as defined on $S$ should approach the boundary of $\mathcal{S}$ when the sampling is infinitely dense on $\mathcal{S}$.

---

*This work was supported by the SPIN projects "3D Computer Vision" and "3D Image Analysis."
2 Properties of the $\alpha$-graph.

The following properties of the $\alpha$-graph, unless otherwise stated, are proved in [6].

- **scale:** The number of $\alpha$-extreme elements decreases with increasing $\alpha$ [2]. We express the amount of detail of the $\alpha$-graph as the number of $\alpha$-extreme elements. Then the $\alpha$-graph defines a family depending on the single parameter $\alpha$. In this family we have that if $\alpha'' > \alpha'$ then the $\alpha$-graph for $\alpha = \alpha''$ can be computed from the $\alpha$-extreme elements found for $\alpha = \alpha'$.

- **minimal:** The $\alpha$-extreme of $S$ are a necessary and sufficient point set for computing the $\alpha$-graph of $S$. Therefore, the description is minimal. This immediately gives the clue to the observation in [2] that "Different values of $\alpha$ give rise to hulls that have only in some sense essential points on their boundary".

- **increasing interior:** The interior corresponding to the $\alpha$-graph (as defined in section 1), is the $\alpha$-hull. The area enclosed by the $\alpha$-hull increases with increasing $\alpha$. This was observed in [2] but not proved.

- **consistency with the continuous case:** The boundary of a continuous set $S$ is for sufficiently small $\alpha$ equal to the $\alpha$-hull. As a consequence, all elements of the boundary are elements of the $\alpha$-extreme set of $S$. Therefore, in the limit case of infinitely dense sampling, the $\alpha$-graph of any sampling $S$ converges to the boundary of $S$.

- **relation with mathematical morphology:** The $\alpha$-hull is equivalent to the opening scale space as defined in [1]. In fact, the $\alpha$-hull is the closing of $X$ with a disc of radius $-1/\alpha$. However, the $\alpha$-hull is a more general notion, as it is defined for both negative and positive values of $\alpha$. The scale space in the reference is equivalent to the case of negative $\alpha$ only. The case of positive $\alpha$ is equivalent to the pseudo-convex hull as defined in [5]. So, the $\alpha$-hull combines the openings scale space and the pseudo-convex hull into an one parameter family.
The preceding properties show that the $\alpha$-graph satisfies all the shape criteria raised in section 1.

![Image](image_url)

Figure 1: This shows the original image of an object taken from the Granfield benchmark.

3 Applications.

A task for which the $\alpha$-graph is particularly suited is the recognition of industrial objects. The recognition is clearly multi-scale in character.

To demonstrate the performance of the method, we selected an image of one of the objects from the Granfield benchmark (see figure 1).

This image was thresholded, using an automatic thresholding algorithm, resulting in a binary image. For clarity the binary image was sampled at reduced resolution (see figure 2(a)). From there the $\alpha$-graph was computed for different values of $\alpha$. The ones showing detail of interest are selected (see figure 2(a-f)) for display in this paper.

In this case we used a regular grid, but this is not essential for the method. In fact, one can choose the sampling such that in highly detailed areas, sampling is more dense than in homogeneous areas.

In the first figure, the image is available in full detail as a collection of individual points. With increasing $\alpha$ smallest holes disappear first, related to the size of the hole with respect to the radius of the generalized disc. The larger holes also disappear and for $\alpha = 0$ the convex hull is reached. Finally elements are revealed, which define the global
shape of the whole object.

Figure 2: The $\alpha$-graph is shown for increasing $\alpha$. The direction of the edges is used to define an enclosed area. It is important to note that this area is not the interior of the point set, because that is the $\alpha$-hull. Further note that the extreme elements are the elements on the boundary of this enclosed region.

For $\alpha$ sufficiently small the $\alpha$-graph is equal to the point set $S$ (a). In (b) the two largest holes in the objects are visible. Only one of these holes remains at a larger scale (c). An area containing no holes remains in (d). For $\alpha = 0$ the enclosed region is equal to the convex hull of $S$ and at this specific scale the region is equal to the interior of the point set.

When $\alpha > 0$ a small set of extreme elements remain, sufficient for computation of features as global orientation etc.

4 Conclusions.

For the shape analysis of a sparse point set it is important to have a proper definition of the boundary of the point set. This definition of the boundary is not unique and must be a function of scale. At every scale it should give a minimal description. Further, the boundary should have an interior increasing with scale and its definition should be consistent with the continuous case. The $\alpha$-graph satisfies all these criteria.

On the $\alpha$-graph boundary features like length and curvature can be defined. A proper
definition of boundary features such that they are consistent with the continuous case is subject of further study.

Applications of the $\alpha$-graph are found in areas where solid objects are studied which have a multi-scale character. Using an example from industrial vision it was shown that the $\alpha$-graph has great potential in the multi-scale analysis of industrial objects.

References


A Unified Approach to Dynamic Point Location, Ray Shooting, and Shortest Paths in Planar Maps

Roberto Tamassia
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USA

We describe a new technique for dynamically maintaining the trapezoidal decomposition of a planar map $M$ with $n$ vertices, and apply it to the development of a unified dynamic data structure that supports point-location, ray-shooting, and shortest-path queries in $M$. The space requirement is $O(n \log n)$. Point-location queries take time $O(\log n)$. Ray-shooting and shortest-path queries take time $O(\log^3 n)$ (plus $O(k)$ time if the $k$ edges of the shortest path are reported in addition to its length). Updates consist of insertions and deletions of vertices and edges, and take $O(\log^3 n)$ time (amortized for vertex updates). (Joint work with Y.-J. Chiang and F.P. Preparata.)
A Sweepline Algorithm for Generalized Delaunay Triangulations and a Simple Method for Nearest-Neighbour Search

(Extended abstract)

Sven Skyum
Computer Science Department, Aarhus University, Denmark

We give a deterministic $O(n \log n)$ sweepline algorithm to construct the generalized Delaunay triangulation. The algorithm uses no transformations and it is developed solely from the sweepline paradigm together with greediness. A generalized Delaunay triangulation can be based on an arbitrary, strictly convex Minkowski distance function (including all $L_p$ distance functions for $1 < p < \infty$) in contrast to ordinary Delaunay triangulations which are based on the Euclidean distance function.

A direct application of the algorithm is a construction, in one phase only, of a structure for nearest-neighbour search.

Definitions and notation

The coordinates of a point $p \in \mathbb{R}^2$ are denoted $(x(p), y(p))$.

For three points $p, q, r \in \mathbb{R}^2$, $LT(p, q, r)$, $(RT(p, q, r))$ is true if $p, q$ and $r$ form a left (right) turn.

For a set $M$ in $\mathbb{R}^2$, $\partial M$ denotes the boundary of $M$.

Finally $\overline{pq}$ denotes the line segment between two points $p$ and $q$ in $\mathbb{R}^2$.

A pseudo unit disk with centre $(0, 0)$ is a compact strictly convex set $U$ with smooth boundary such that $(0, 0)$ is an internal point of $U$. The family of pseudo disks given by a pseudo unit disk $U$ is $\{c + R \cdot U \mid c \in \mathbb{R}^2, R \in \mathbb{R}\}$. The pseudo disk $c + R \cdot U$ is said to have centre $c$ and radius $R$.

The Minkowski distance between $p$ and $q$ ($d(p, q)$) is the radius of the pseudo disk with centre $p$ and $q$ on its boundary. That is, $q \in \partial(p + d(p, q)U)$. Note that $d(\cdot, \cdot)$ is not necessarily symmetric.

Let a family of pseudo disks be fixed in the following. When we among other things refer to distance, disk, cocircular, they will always refer to the given set of pseudo disks.

For three different non-colinear points $p, q, r \in \mathbb{R}^2$, $D_{pqr}$ denotes the unique disk with $p, q, r$ on its boundary, $c_{pqr}$ denotes the centre of $D_{pqr}$, $R_{pqr}$ denotes the radius, and $t_{pqr}$ denotes the unique point in $D_{pqr}$ with maximal $y$-coordinate.

Let $S = \{p_1, p_2, \ldots, p_n\}$ be a set of sites in $\mathbb{R}^2$. We assume that $y(p_1) < y(p_2) < \cdots < y(p_n)$.

For a subset $M$ of $S$ and a disk $D$, $Empty_y(D, M, s)$ denotes that $M$ is a subset of $\partial D$, $D \setminus \partial D$ contains no points from $S$, and no points in $D$ have $y$-coordinate greater than $s$.

---
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Formally

\[ \text{Empty}(D, M, s) \equiv (M \subset \partial D) \land ((D \setminus \partial D) \cap S = \emptyset) \land (D \subset \text{Below}_s), \]

where \( \text{Below}_s \) denotes the closed half plane \( \{(x, y) \mid y \leq s\} \).

All graphs involved in this paper will be planar. Hence the notion graph will be used to mean both an undirected graph in the normal sense and a straight line embedding of it.

A generalized Delaunay triangulation can be defined as follows:

For a set of sites \( S = \{p_1, p_2, \ldots, p_n\} \) in \( \mathbb{R}^2 \), the generalized Delaunay triangulation of \( S \) is the graph \( G = (S, E) \), where \( E = \{\{p_i, p_j\} \mid \text{there is a disk } D \text{ where Empty}(D, \{p_i, p_j\}, \infty)\} \).

**Sketch of the method**

The paradigm on which the algorithm is based is, apart from the sweepline paradigm, that it is greedy.

A sweepline \( l_s = \{(x, y) \mid y = s\} \) will be moved upwards (increasing \( s \)). At any time a part of the Delaunay triangulation below the sweepline will have been constructed. It will be given by \( G_s = (S_s, E_s) \) where \( S_s = S \cap \text{Below}_s \) and \( E_s = \{\{p_i, p_j\} \mid \text{there is a disk } D \text{ where Empty}(D, \{p_i, p_j\}, \infty)\} \). It turns out that \( G_s \) is always connected.

Let \( p_1 = q_1, q_2, \ldots, q_k = p_1 \) be the sites on the boundary of the outer region of \( G_s \) in clockwise order. Note that there can be several instances of sites from \( S \) in the sequence.

When a new site \( p_i \) is added (a site event), that is \( s = y(p_i) \), we can identify a site \( p_j \) (\( j < i \)) such that \( \{p_i, p_j\} \) is the edge to be added to \( E^{y(p_i)} \) to obtain \( E^{y(p_i)} \). If, for \( y(p) > y(q) \), we define the \( \nu \)-distance between \( p \) and \( q \), \( \nu - d(p, q) \) to be the radius of the disk with top point \( p \) and \( q \) on its boundary, \( p_j \) will be the site minimizing \( \nu - d(p_i, q) \) over \( \{p_1, p_2, \ldots, p_{i-1}\} \). A key observation for the method to work is that \( p_j \) can be found by binary search in \( \{q_1, q_2, q_3, \ldots, q_{k-1}, q_k\} \) using the test \( \text{LO}(\{q_i, q_{i+1}\}, p_i) \) which is true if \( p_j \) is to be found among \( \{q_1, q_2, \ldots, q_i\} \).

\[ \text{LO}(\{q_i, q_{i+1}\}, p_i) \equiv \]

\[ \left[ (y(q_i) < y(q_{i+1})) \land \text{LT}(q_i, q_{i+1}, p_i) \land (\nu - d(p_i, q_i) < \nu - d(p_i, q_{i+1})) \right] \lor \]

\[ \left[ (y(q_i) > y(q_{i+1})) \land \text{RT}(q_i, q_{i+1}, p_i) \lor (\nu - d(p_i, q_i) < \nu - d(p_i, q_{i+1})) \right] \]

New edges will be added to \( G_s \) (top point events) during the sweep without new sites encountered if a disk with three sites on its boundary that intersects the \( l_{s-\epsilon} \) becomes situated entirely below \( l_s \). The other key observation for the method to work is that the only disks to examine for this to happen are those given by consecutive sites \( \{q_{i-1}, q_i, q_{i+1}\} \) on the outer region of \( G_{s-\epsilon} \) where \( \text{LT}(q_{i-1}, q_i, q_{i+1}) \).

Data structures for \( G_s \), the sites on the boundary in clockwise order, and top points for disks through three consecutive sites on the boundary forming a left turn, are not difficult to construct so that they support an \( O(n \log n) \) running time for the algorithm. It is assumed that \( y(t_{pqr}) \) and \( \nu - d(p, q) \) can be computed in constant time.
Nearest-neighbour search

The described method is also applicable for pseudo disks which are not strictly convex. Then three points do not uniquely determine a disk. It might happen that no such disk exists or more than one exist. In the former case we can think of the disk having infinite radius and infinite y-coordinate of the top point. In the latter case we can use a limit argument to define a canonical one which will do.

Therefore the method can be applied to "half" disks. A (lower) "half" disk with centre c and radius r is the set of points \( p \) in \( \mathbb{R}^2 \) with distance at most \( r \) to \( c \) and where \( y(p) \leq y(c) \). The corresponding v-distance, \( v-d(p, q) \), then becomes the original distance between \( p \) and \( q \). Thus when we determine the site with minimal v-distance during the sweep, we in fact just determine the site of minimal distance situated below the new site added. By doing the same once more for the set of sites turned upside down, we get an analogous structure for search for the nearest neighbour above the query point. Thereby the all-nearest-neighbour problem can be solved. This special use of the algorithm gives an analogous method to the method presented in [2]. Here it is just generalized to arbitrary distance functions. By doing the search structures persistent, a structure (of linear size) supporting search for the nearest neighbour in time \( O(\log n) \) is obtained.
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The Space of Spheres,
a Geometric Tool to Unify Duality Results on Voronoi Diagrams *

Abstract

Olivier Devillers†  Stefan Meiser‡  Monique Teillaud†

Abstract

We show how duality results for generalized Voronoi diagrams can be proven by only using purely geometric interpretations, without any analytic calculations.

1 Introduction

[Bro79, ES86] presented the first results of duality for Voronoi diagrams. Many geometric transforms for generalized diagrams are now known (see [Aur91] for a very complete survey) and they have found many applications.

We do not claim to give new results, but we introduce a tool allowing to have a global view and, above all, a better understanding of a very large number of duality results.

For example, F. Aurenhammer [Aur87] introduces the same duality as ours, between spheres and points, for power diagrams, but he gives no geometric interpretation to this, and his justifications are only by analytic computations. We can give new proofs, avoiding all analytic calculations, with only geometric reasoning.

We use here a geometric interpretation of spheres as points in the space of spheres, which is a very powerful tool, and will probably find many applications in the future, since it allows to deal with some very general problems in a simple way (see the full paper [DMT92] for example for the case of weighted order $k$ power diagrams, or Voronoi diagrams of general manifolds). We can also deduce algorithmic application in some cases.

We can apply our framework to different types of Voronoi diagrams, for example the hyperbolic metric (see [BCDT91] for the planar case).

It can also be used to solve problems on circles or spheres : for example, the determination of the ring with minimal surface, defined by two cocircular circles, containing a given set of points transforms in the space of spheres into a linear programming problem.

The necessary mathematical background is summarized in the full paper.
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2 The Space of Spheres

We denote by $\mathcal{P}$ the euclidean $d$ dimensional space. $\langle ., \cdot \rangle$ is the scalar product in $\mathcal{P}$, and $|.|$ is the euclidean distance between points. A point or a vector $(x_1, \ldots, x_i, \ldots, x_d)$ of $\mathcal{P}$ will be represented as $x$. Let us recall the definition of the space of spheres $\sigma$ used in [BCDT91]. Let
\begin{equation}
(S) \quad \langle x, x \rangle - 2 \langle x, \Phi \rangle + \chi = 0
\end{equation}
be the equation of a sphere $S$ in $\mathcal{P}$. Here $\Phi$ is a point of $\mathcal{P}$, namely the center of $S$. This sphere is represented by the point $S = (\Phi, \chi)$ in the $(d + 1)$ dimensional space $\sigma$. $\mathcal{P}$ is identified to the $d$-hyperplane $\chi = 0$ of $\sigma$. Notice that the vertical projection onto $\mathcal{P}$ of a point $S = (\Phi, \chi) \in \sigma$ is the center of the sphere, and the radius $r_S$ of $S$ is given by:
\begin{equation}
\text{power}(O, S) = \chi = \langle \Phi, \Phi \rangle - r_S^2
\end{equation}

![Figure 1: The space of spheres](image)

We present in this section a few properties of $\sigma$.

The paraboloid $\Pi$. Equation (2) shows that the point-spheres in $\sigma$ (spheres of radius 0) verify:
\begin{equation}
(\Pi) \quad \langle \Phi, \Phi \rangle - \chi = 0
\end{equation}
Thus, the set of point-spheres is in $\sigma$ the unit $d$-paraboloid of revolution with vertical axis (that is, parallel to the $\chi$-axis) denoted as $\Pi$. A point $(\Phi, \chi)$ on $\Pi$ represents a sphere of $\mathcal{P}$ with center $\Phi$ and radius 0. Therefore points of $\mathcal{P}$ are associated with the corresponding point-spheres on $\Pi$ in $\sigma$. If space $\mathcal{P}$ is identified to the $d$-hyperplane $\chi = 0$, the point-sphere is obtained by raising the point on $\Pi$. The exterior of $\Pi$ is the set of real spheres, whereas its interior is the set of imaginary spheres (with negative square radius) (Figure 1). The square radius of a sphere $S = (\Phi, \chi)$ is the difference of the $\chi$-coordinate of the vertical projection of $S$ on $\Pi$ with $\chi$.

Hyperplanes in $\sigma$. Two spheres of $\mathcal{P}$ are orthogonal if and only if the two corresponding points of $\sigma$ are conjugate with respect to $\Pi$. Thus the set of spheres of $\mathcal{P}$ orthogonal to
a given sphere \( S_0 = (\Phi_0, \chi_0) \) of \( \mathcal{P} \) forms in \( \sigma \) exactly the polar \( d \)-hyperplane \( \pi_{S_0} \) of point \( S_0 \) with respect to \( \Pi \). Its equation is obtained by polarizing the equation of \( \Pi \) in \( S_0 \):

\[
(\pi_{S_0}) \chi = 2 \left\langle \Phi_0, \Phi \right\rangle - \chi_0
\]

(4)

It is the polar \( d \)-hyperplane of the sphere with respect to \( \Pi \).

The intersection of \( \pi_{S_0} \) and \( \Pi \) is precisely the set of point-spheres that are orthogonal to sphere \( S_0 \), that is the set of points lying on \( S_0 \) in \( \mathcal{P} \). This shows that \( \pi_{S_0} \cap \Pi \) projects in \( \mathcal{P} \) onto \( S_0 \) (see Figure 1).

As a particular case, the set of spheres passing through a point \( M \in \mathcal{P} \) is also the set of spheres orthogonal to the point-sphere \( M \). But, as \( M \) belongs to \( \Pi \), the polar \( d \)-hyperplane \( \pi_M \) is nothing else than the tangent \( d \)-hyperplane to \( \Pi \) at \( M \). Each sphere in the lower half space limited by \( \pi_M \) (i.e. the half space which does not contain \( \Pi \)), contains \( M \) in its interior. For a sphere in the upper half space, \( M \) is outside (see Figure 1).

3 Duality results

We can apply our framework to different kinds of Voronoi diagrams: (weighted) power diagrams, affine Voronoi diagrams, (weighted) order \( k \) power diagrams, Voronoi diagrams of general manifolds, hyperbolic Voronoi diagrams. The resulting transformation is often already well known, however, using our framework, the transformation is straightforward and does not require any calculus. It may also lead to new efficient algorithms (see the full paper).

\( \mathcal{S} \) denotes a set of spheres. An element of \( \mathcal{S} \) is denoted by \( S \) or \( S_i \). In this abstract, we only develop the simple case where \( \mathcal{S} \) is a set of point-spheres. The distance we consider here is the euclidean distance in \( \mathcal{P} \):

\[
\delta(P, Q) = |PQ|
\]

As noticed in Section 2, the set of spheres which do not contain a given point maps in \( \sigma \) into the upper half space, limited by the polar \( d \)-hyperplane of the corresponding point. Thus, if \( \mathcal{S} \) is a set of sites in space \( \mathcal{P} \), then the set of empty spheres (i.e. the set of spheres which do not surround any site of \( \mathcal{S} \)) of space \( \mathcal{P} \) is in \( \sigma \) the intersection of the corresponding half spaces. Its boundary is a convex polytope \( U_{\mathcal{S}} \), whose facets are tangent to \( \Pi \).

For a given point \( M \in \mathcal{P} \) and a site \( S \in \mathcal{S} \), the intersection of the vertical line through \( M \) with \( \pi_S \) gives the maximum empty sphere centered at \( M \) and touching \( S \) (see Figure 2). Since the radius of the spheres on the vertical line increases with falling \( \chi \), we have:

\[\mathcal{P} \] The intersection of \( U_{\mathcal{S}} \) with a vertical line \( \Phi = M \) in \( \sigma \) gives the sphere with center \( M \) and whose radius is the distance to the nearest neighbor of \( M \) in \( \mathcal{S} \).

In other words the projection of \( U_{\mathcal{S}} \) on \( \mathcal{P} \) is the Voronoi diagram of \( \mathcal{S} \). This can be viewed as a new presentation of the well known correspondence between intersection of half spaces tangent to the \( d \)-paraboloid and Voronoi diagram [ES86].

Property (\( \mathcal{P} \)) allows to determine the extremal empty spheres of a concentric pencil, but it can also be used for any kind of pencils: a pencil of spheres in \( \mathcal{P} \) is represented by a
Figure 2: Empty sphere centered on $M$ and touching $S$

line in $\sigma$, and the intersection of $U_S$ with a line representing a pencil of spheres, is made up of the extremal empty spheres of this pencil.

This correspondence has been used in [BCDT91] to compute the 3D Delaunay triangulation of a set of sites lying in $k$ different subspaces, with an output sensitive complexity.

We can generalize this approach to other kinds of sites and distances to handle all cases of generalized Voronoi diagrams [DMT92].
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An algorithm for constructing the convex hull of a set of spheres in three dimensional space

J.D. Boissonnat* A.Cérézo† J. Duquesne‡

Abstract

Using the "gift wrapping" approach, the algorithm computes the convex hull of a set of $n$ spheres in three dimensional space. If $h$ is the size of the output (i.e. of the convex hull), the algorithm's worst case running time is $O(nh)$.

1 Introduction

In the plane, the convex hull of a set of $n$ circles can be deduced from the Voronoi diagram of these circles, which can be computed in $O(n \log n)$ time and $O(n)$ space (see [Ros88]).

In three dimensional space, the only known result is that the complexity of the convex hull of a set of $n$ spheres is $\Theta(n^2)$ in the worst case, even for collections of pairwise disjoint spheres (see [SS90]).

The convex hull of a set $E$ of spheres is composed of three different kinds of cells (see Figure 1).

- Planar cells, which are triangles included in planes tangent to three spheres.
- Conical cells, which are parts of cones tangent to two spheres.
- Spherical cells, which are parts of the spheres of $E$.

To each point $P$ of a cell, we associate the half line issued from $P$ and normal to the tangent plane of the cell at $P$. To each cell we associate a three dimensional region which is the union of these half lines. The union of all the regions partition the space outside the convex hull.
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2 The Algorithm

Let $h$ be the size of the output (i.e. of the convex hull). $h$ is $\Theta(n^2)$ in the worst case.

Using the gift wrapping approach, we can compute the convex hull of the set $E$ of spheres in worst case time $O(nh)$.

We associate to the convex hull a three-dimensional graph $G_{CH}$ where a vertex stands for a spherical cell, an edge for a conical cell, and a face for a planar cell.

Let a disconnecting vertex or edge be a vertex or an edge such that if one cuts the graph $G_{CH}$ at this vertex or along this edge, the graph $G_{CH}$ is separated into $\gamma$ disjoint connected components. For example, in Figure 1, the vertices associated with $s_2$ and $s_3$ are disconnecting, and so are the edges associated with the conical cells $s_1 - s_2$ and $s_2 - s_3$.

Let’s cut $G_{CH}$ along all its disconnecting vertices or edges. We separately compute the convex hull of each of the resulting connected components.

During the algorithm, we maintain two structures:

- A graph $G$ representing the part of the convex hull which has already been computed.
- A list of free edges, i.e. the set of edges where only one of the two faces bounding the edge has already been computed.

To compute a connected component of $G_{CH}$, we do the following:

- We first search three spheres (if any) belonging to the convex hull which give us a face and three free edges.
- We then recurse on the next two steps until the list of free edges is empty.
– Take a free edge and compute the face bounding this edge: Let $S_1 S_2$ be the two spheres associated with the edge and $S' S_1 S_2$ the face (bounding the edge) which has already been computed. For each sphere $S$ different from $S_1$ and $S_2$, we compute the plane tangent to the spheres $S, S_1, S_2$ (if it exists). We finally choose the sphere $S$ such that the angle between the planes $S' S_1 S_2$ and $S S_1 S_2$ is closest to $\pi$.

– Update the graph $G$ and the list of free edges.

Once we have computed one component of $G_{CH}$, each remaining sphere $s$ (i.e. not belonging to the connected component already computed) either is inside the currently computed convex hull or can be located in only one region (depending of the sphere $s$) of the convex hull.

We separate the remaining spheres in different sets, so that all the spheres of a same set can be located in the same region. We now recursively compute the convex hull of each set.

3 Complexity Analysis

Let $T(n, h)$ be the time needed to compute the convex hull of a set of $n$ spheres in the worst case. $h$ is the size of the output.

If the graph $G_{CH}$ has no disconnecting vertex or edge, then

$$T(n, h) = O(nh)$$

Else, the first connected component is composed of $n_0$ spheres and the size of its convex hull is $h_0$. The $n - n_0$ remaining spheres are separated into $p$ sets of $n_i (1 \leq i \leq p)$ spheres as explained above. The size of the convex hull of each set is $h_i (1 \leq i \leq p)$. Thus we have:

$$T(n, h) = O(nh_0) + \sum_{i=1}^{p} T(n_i, h_i)$$

and

$$\sum_{i=0}^{p} n_i = n \quad \sum_{i=0}^{p} h_i = h$$

The solution of the above recurrence is $T(n, h) = O(nh)$.

Thus, the whole time needed to compute the convex hull of a set of spheres in three dimensional space is $O(nh)$ in the worst case.
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Consider a set \( S \) of \( n \) points, called sites, in the Euclidean plane. \( S \) induces a partition of the plane into \( n \) polygonal regions in the following natural way. The region of a site \( s \in S \), \( \text{reg}(s) \), consists of all points \( x \) which are closer to \( s \) than to the remaining \( n - 1 \) sites. This partition is known as the Voronoi diagram of \( S \). If we fix a set \( X \) of \( m \) points in the plane, this set is partitioned by the Voronoi diagram of \( S \) into subsets \( X \cap \text{reg}(s) \), called clusters.

Given the sets \( S \) and \( X \), we would like to be able to change the induced clustering by varying the distance function that underlies the Voronoi diagram of \( S \). To this end, we attach a set \( W = \{ w(s) \mid s \in S \} \) of real numbers, called weights, to the sites and replace the Euclidean distance \( \delta(x, s) \) between a point \( x \) and a site \( s \) by the power function

\[
pow_W(x, s) = \delta^2(x, s) - w(s).
\]

The resulting partition of the plane is known as the power diagram of \( S \) with weights \( W \). Each region is still a convex polygon, and has the property of shrinking (expanding) when the weight of its defining site is decreased (respectively, increased). The corresponding clustering of \( X \) now depends on the particular choice of weights.

The concepts introduced above extend to arbitrary dimensions in a straightforward manner. We can show the following:

**Theorem 1:** For any set \( S \) of \( n \) sites there exists a power diagram whose regions partition a given \( d \)-dimensional finite point-set \( X \) into \( n \) clusters of prescribed sizes.

Note that the power diagram of \( S \) with weights \( W \) defines an assignment function \( A_W : X \to S \), given by

\[
A_W(x) = s \iff x \in \text{reg}_W(s),
\]

where \( \text{reg}_W(s) \) denotes the region of site \( s \) in this diagram. For each site \( s \in S \), its cluster is given by \( A_W^{-1}(s) \). We may associate each \( s \) with an individual number \( c(s) \in N \), called its capacity. Theorem 1 tells us that for any choice of site capacities there is a set \( W \) of weights for \( S \) such that the induced clusters \( A_W^{-1}(s) \) have sizes \( c(s) \).

The assignment function \( A_W \) has the remarkable property that it minimizes – for all possible assignments \( X \to S \) satisfying the same capacity constraints as \( A_W \) does – the sum of the squares of the distances between sites and their assigned points. Such an assignment will be called a least-squares assignment subject to the capacity function \( c \).

More generally, the following will be shown:
**Theorem 2:** Let $S$ be a set of $n$ sites in $E^d$. Any assignment induced by a power diagram of $S$ is a least-squares assignment, subject to the resulting capacities. Conversely, a least-squares assignment for $S$ subject to any given choice of capacities can be realized by a power diagram of $S$.

The second part of Theorem 2 implies Theorem 1. By Theorem 2, a least-squares assignment subject to any given capacity constraints can be computed by finding weights $W$ such that $A_W$ satisfies these constraints.

To illustrate the usefulness of the concept of a constrained least-squares assignment $L: X \to S$, we mention some of its properties.

1. The induced clusters $L^{-1}(s), s \in S$, are pairwise convex-hull disjoint. Had we chosen to minimize a different function, such as the sum of Euclidean distances to sites, rather than the sum of squared distances, the optimum assignment would not be guaranteed to have the disjointness property. Hull-disjointness of clusters is desirable as, for example, it eases the classification of new points.

2. It can be shown that solving a certain transportation problem is equivalent to finding least-squares clusters of prescribed sizes.

3. $L$ is invariant under translation and scaling of $S$. This property is useful, for example, for finding the best least-squares fitting of two $n$-point sets $S$ and $X$ if translation and scaling is allowed. It ensures that the least-squares matching between these sets ($e(s) = 1$ for all $s \in S$) already coincides with the bijection in the optimal fitting. Given the bijection, however, it is an easy task to find the optimizing translation vector and scaling factor.

Exploiting the machinery of power diagrams, we propose two algorithms for computing constrained least-squares assignments. The first algorithm proceeds incrementally. It starts with the Voronoi diagram of the $n$ sites (all weights are zero) and with no points, and inserts the points one by one, while adjusting at each phase the weights such that the site capacities are not exceeded. In the plane, a time complexity of $O(n^2 m \log m + nm \log^2 m)$ and an optimal space complexity $O(m)$ are achieved. $(m$ is the number of points inserted; we may assume $m \geq n$ as attention can be restricted to sites with non-zero capacities.) This is an improvement over the best known deterministic algorithm [1] that achieves time $O(nm^2 + m^2 \log m)$ and space $O(nm)$ by transformation into a minimum cost flow problem. We mention that the randomized algorithm of Tokuyama and Nakano [2] achieves expected time $O(nm + n^3 \sqrt{nm})$ and space $O(nm)$; their algorithm is more general than ours in that it finds the optimum constrained assignment for any cost function, not only the square of the Euclidean distance.

The second algorithm relies on the following interesting fact: Finding a weight vector $W$ such that $A_W$ satisfies the capacity constraints is equivalent to finding a maximum of a concave piecewise-linear $n$-variate function whose domain is the weight space. We propose a gradient method for iteratively improving the weight vector; it is guaranteed to terminate after a finite number of steps. Experiments have shown that it can be expected to run quite fast in practice. Its space requirement is optimal, $O(m)$. We are exploring the possibility of combining the two approaches, in order to obtain a provably fast algorithm for computing a constrained least-squares assignment for a finite set of points.

We mention finally that a more general, continuous version of Theorem 1 can be proved.
Theorem 3: Let $S$ be a set of $n$ sites in $E^d$, let $\rho$ be some probability distribution on $E^d$ which is zero outside $[0,1]^d$, say, and let $\mu(X) = \int_X \rho(x) dx$ denote the measure of a set $X \subset E^d$ with respect to $\rho$. For any capacity function $c : S \rightarrow [0,1]$ with $\sum_{s \in S} c(s) = 1$, there is a set $W$ of weights such that $\mu(\text{reg}_W(s)) = c(s)$, for all sites $s \in S$.

By taking, for instance, $\rho$ as the uniform distribution in $[0,1]^d$ we get:

Corollary: For any set of $n$ sites there exists a power diagram that partitions the unit hypercube into $n$ polyhedral regions of prescribed volume.

This result is related to Minkowski's theorem for convex polytopes which, for our purposes, can be stated as follows: Choose any $n$ vectors in $E^{d+1}$, no two parallel. There exists a convex polytope in $E^{d+1}$ with $n + 1$ facets, $n$ of which correspond to the given vectors in that each face is normal to its corresponding vector and has $d$-dimensional volume equal to its length. In fact, such a polytope is unique up to translation. Since power diagrams in $E^d$ are exactly the projections of unbounded convex polyhedra in $E^{d+1}$ (which can be viewed as "polytopes" with the $(n + 1)$-st facet at infinity in the direction of projection), the corollary implies a generalization of Minkowski's Theorem for unbounded polyhedra.

The proposed gradient method for iteratively approximating the weight vector also works for the continuous case. Its convergence rate is superlinear provided the probability distribution $\rho$ is continuous. The space requirement is optimal, $O(n)$.
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Summary

In this talk we study the following weighted closest pair problem: Given a set of planar objects with centerpoints, determine the maximal scaling factor $\delta_{\text{max}}$, such that the objects scaled by $\delta_{\text{max}}$ are pairwise disjoint. Clearly $\delta_{\text{max}}$ can be computed in $O(n^2)$ time, by taking the minimum of all $\binom{n}{2}$ pairwise maximal scaling factors. (It is assumed, that the computation of the maximal scaling factor of two objects is a primitive operation that can be done in $O(1)$ time.) The goal of this article is to beat the $O(n^2)$ time bound.

We describe a method to compute the maximal scaling factor in optimal $O(n \log n)$ time for a wide class of objects. The basic idea is as follows: In a preprocessing step we compute an over-estimate $\delta \geq \delta_{\text{max}}$ for $\delta_{\text{max}}$. Clearly, if $\delta > \delta_{\text{max}}$ then there are intersections in the set of $\delta$-scaled objects. We insure, that after the preprocessing step only a linear number of pairs of objects will intersect. We detect these intersections in $O(n \log n)$ time by a standard sweep-technique and compute the related pairwise maximal scaling factors. The minimum of $\delta$ and these $O(n)$ numbers will be the output $\delta_{\text{max}}$ of our algorithm.

If all the objects are unit-disks then we are faced with the ordinary closest pair problem, that is to determine the closest distance between any pair of points. This is a well-studied fundamental problem of computational geometry (cf. [HNS90], [HS75], [BS76]). Another related problem is finding the closest pair among a set of objects (cf. [BH91], [Far87], [Sha85], [Yap87]).

In principle we could determine the maximal scaling factor via a Voronoi-Diagram approach. For example we are given a set of disks with different radii. From the center $p$ of a disk we measure the weighted distance from $p$ as

$$d_p(x) := \frac{|p-x|}{r_p},$$

where $r_p$ denotes the radius of the disk around $p$. The bisector of two disks with centers $p$ and $q$ will be the set of points in the plane that have equal weighted distance to $p$ and $q$. Then we could define a pair $p, q$ as closest pair if it minimizes the shortest weighted distance to its bisector. Exactly the closest pairs of $\delta_{\text{max}}$-scaled disks will touch. This approach doesn’t work because the Voronoi-Diagram might have quadratic complexity (cf. [AE84]).
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Extended Abstract

Let \( P = \{p_1, \ldots, p_n\} \subset \mathbb{R}^2 \) and \( \mathbf{H}(P) \) the set of all lines joining two points of \( P \). We assume \( P \) to be in general position in the following sense: Two lines of \( \mathbf{H}(P) \) are never parallel, three lines of \( \mathbf{H}(P) \) never meet in one point. \( \mathbf{H}(P) \) partitions \( \mathbb{R}^2 \) into relatively open cells of dimensions 0, 1, and 2 which form an arrangement \( \mathbf{A}(P) \).

Let \( q = (x, y) \) be a point within any one of the 2-dimensional cells i.e. not lying on any of the lines of \( \mathbf{H}(P) \), \( \tau \) a real number and \( R(q, \tau) = \{a = (x + r \cos \tau, y + r \sin \tau); r \in \mathbb{R}\} \) a straight line passing through \( q \). Running \( \tau \) through all real numbers causes \( R(q, \tau) \) to "sweep" \( \mathbb{R}^2 \setminus \{q\} \), i.e. we get a rotational sweep in \( \mathbb{R}^2 \) with \( q \) as the center of rotation. The parameter \( \tau \) expresses the time in the course of which the sweep takes place. Since \( q \) does not belong to any of the lines of \( \mathbf{H}(P) \) a circular ordering on \( P \) arises (cf. [P55]).

We now choose \( \tau \) in the interval \( [\tau_0, \tau_0 + \pi] \) satisfying the condition \( p_n \in R(q, \tau_0) \), in other words, the sweep starts by passing the point \( p_n \). The rotational sweep with center \( q \) induces a linear ordering on the set \( P^* := P \setminus \{p_n\} \) as follows: Let \( \tau_i \) and \( \tau_j \) satisfy the conditions \( p_i \in R(q, \tau_i) \) and \( p_j \in R(q, \tau_j) \), respectively. Then the order induced on \( P^* \) is defined by \( p_i \preceq p_j \) iff \( t_i < t_j \). As the points \( p_1, \ldots, p_{n-1} \) are associated uniquely with the indices \( 1, \ldots, n-1 \), the rotational sweep with center \( q \) induces also a permutation \( \pi^q \) of the set \( \{1, \ldots, n-1\} \). The number of all these permutations \( \pi^q \) or orders \( \preceq ', \) respectively, shall be denoted by \( N(P) \).

Let \( E \) be any 2-dimensional cell of \( \mathbf{A}(P) \) and \( q_1, q_2 \in E \). Obviously the rotational sweeps with centers \( q_1 \) and \( q_2 \) induce the same order on \( P^* \) or the same permutation of \( \{1, \ldots, n-1\} \), respectively, i.e. \( \pi^{q_1} = \pi^{q_2} \). Furthermore let \( D \) denote the union of all 2-dimensional cells \( E \in \mathbf{A}(P) \). \( P \) induces an equivalence relation on \( D \) by means of \( q_1 \sim q_2 \) iff \( \pi^{q_1} = \pi^{q_2} \). Of course the number of equivalence classes of \( \sim \) equals \( N(P) \). The figure shows the arrangement \( \mathbf{A}(P) \) and the equivalence classes of \( \sim \) for a set \( P = \{p_1, p_2, p_3, p_4\} \subset \mathbb{R}^2 \). In the figure a permutation \( \pi^q \) of \( \{1, 2, 3\} \) is indicated by \((\pi^q(1) \pi^q(2) \pi^q(3))\).

We are interested in the following two questions:

A: Given \( P = \{p_1, \ldots, p_n\} \subset \mathbb{R}^2 \) in general position. Which of the \((n-1)!\) orders of \( p_1, \ldots, p_{n-1} \) - or of the corresponding permutations of \( \{1, \ldots, n-1\} \), respectively -
can be induced by a rotational sweep in $\mathbb{R}^2$ i.e. by choosing a convenient center of rotation $q$ and performing the corresponding rotational sweep?

**B:** What are lower and upper bounds on the maximal number of $N(P)$ for point sets $P$ in general position with $\text{card}(P) = n$?

Problem A can be solved by an algorithm ORDERS which makes use of a translational sweep in a similar way as the algorithm CELLS in [BN82] which finds all cells of an arrangement in $\mathbb{R}^d$:

1. All points of intersection of the lines of $\mathbf{H}(P)$ are determined, sorted with respect to their $x$–coordinates and put into a convenient data structure $\mathbf{Q}$. For the sake of simplicity it is assumed that all points in $\mathbf{Q}$ have distinct $x$–coordinates, which can be ensured by a suitable coordinate transformation (see [NS90]).

2. The sweep line is chosen to be vertical and its initial position on the left of all points contained in $\mathbf{Q}$.

3. For each 2–dimensional cell $E \in \mathbf{A}(P)$ which is cut by the initial sweep line, a point $q \in E$ is determined. For each center of rotation $q$ the sweep is performed and the resulting permutation $\pi^q$ is included in a list ORDS.

4. Only the points in $\mathbf{Q}$ which are not in $P$ must be regarded as event points (cf. the figure). They are traversed in ascending order. Each such event point $p$ is a vertex of exactly one 2–dimensional cell $E \in \mathbf{A}(P)$ completely to the right of $p$. Accordingly for each such $p$ a point $q \in E$ is determined, and the sweep with center $q$ is performed. The resulting permutation $\pi^q$ is included in ORDS.

5. At the end of the translational sweep, not all elements in ORDS are unique, in general. Duplicates are removed.
To solve problem $B$ the arrangement $A(P)$ is closely examined. According to what we have stated above the number of 2-dimensional cells of $A(P)$ is an upper bound on $N(P)$. In the paper it will be shown that this number is $\binom{n}{2} + 1 + n \cdot (n - 2) + 3 \cdot \binom{n}{3} = O(n^4)$.

In order to obtain a lower bound on $N(P)$ it shall be assumed furthermore that the convex hull $\text{conv}(P)$ of the $n$-point set $P$ is a polygon with $n$ vertices. Now centers of rotation lying in different 2-dimensional cells which are contained in $\text{conv}(P)$ lead to different permutations and orders, respectively. Therefore the number of 2-dimensional cells lying inside $\text{conv}(P)$ is a lower bound on $N(P)$. This number is $\binom{n}{2} + \binom{n}{2} = \Omega(n^4)$.

Finally, our results are summarized as follows:

**Result 1:** Given $P$, ORDERS finds exactly those permutations which can be induced by a rotational sweep.

**Result 2:** $O(n^5 \log n)$ is an upper bound for the time complexity of the algorithm ORDERS.

**Result 3:** $\max \{N(P); P \subset \mathbb{R}^2, \text{card}(P) = n\} = \Theta(n^4)$.
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Abstract

With the advent of high-resolution workstations, it becomes more desirable than ever to develop computational geometry in 3 dimensions. This development should gain from a study of various topological questions in low dimensions. These notes review a (random) assortment of algorithms relevant to such a study.

1 In-groups, out-groups, and embeddings.

In [5] Neuwirth associates with an embedding of an n-complex \( K \) in an oriented \((n + 1)\)-manifold \( M \) a group called the in-group and written \( G(K, M) \).

Specifically, suppose that \( M \) is an oriented compact triangulated \((n + 1)\)-manifold, so its structure is defined by an \((n+1)\)-complex. Let \( K \) be an \( n \)-subcomplex of its \( n \)-skeleton. Fix an orientation of \( M \) and apply arbitrary orientations to each \( n \)- and \((n - 1)\)-dimensional face in \( K \). Let \( \tau_i \) and \( \sigma_j \) respectively denote these oriented faces. Each face \( \sigma_j \) has codimension 2 in \( M \), so one can form a small oriented loop \( \ell_j \) going around it. Then \( \ell_j \) intersects some of the faces \( \tau_i \) in cyclic order \( (\tau_{i(1)}, \ldots, \tau_{i(m)}) \), say, and the orientations of \( \tau_{i(r)} \) and \( \ell_j \) define associated intersection numbers \( \epsilon_{i(r)} = \pm 1 \). In the group \( F \) freely generated by the \( n \)-faces \( \tau_1, \ldots, \tau_p \) of \( M \), let \( w_j \) be the word

\[
\tau_{i(1)}^{\epsilon_{i(1)}} \cdots \tau_{i(m)}^{\epsilon_{i(m)}}.
\]

The in-group \( G(K, M) \) is defined as the group with generators \( \tau_i \) and relators \( w_j \).

Figure 1: Oriented loop around an \((n - 1)\)-face.

Suppose that \( M \setminus K \) has components \( C_1 \ldots C_t \). Form an arc-connected topological space \( Y \) by joining these components by arcs to a centre point \( v \) (this is a formal construction: the arcs only join to \( Y \) at their endpoints). Form \( X \) by gluing \( K \) back onto \( Y \). Let \( G = \pi_1(X) \) be the fundamental group of \( X \) with basepoint \( v \), and let \( H \) be the normal subgroup of \( G \) generated by all loops disjoint from \( K \).
Theorem 1.1 $G(K, M)$ is isomorphic to the quotient group $G/H$.

Each in-group $G(K, M)$ is defined uniquely by the cyclic ordering of $n$-faces $\tau_i$ around $(n - 1)$-faces $\sigma_j$. Each cyclic ordering determines a group, called an out-group of $K$. This provides a necessary condition for embeddability in an oriented $(n + 1)$-manifold $M$:

Proposition 1.2 A necessary condition for embeddability of $K$ in $M$ where the complement of $K$ has $(r + 1)$ components is that at least one out-group of $K$ should be a quotient of $\pi_1(M) * F(r)$ (free product of fundamental group with free group on $r$ generators).

Proposition 1.3 A 1-complex (i.e., graph) $K$ is planar iff one of its out-groups is free.

2 References.
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Consider a collection of pairwise disjoint objects in the plane. We are interested in problems in which these objects arise as obstacles, either in connection with visibility problems where they can block the view from an other geometric object, or in motion planning, where these objects may prevent a moving object from moving along a straight line path.

These problems have many common features. In the solution of both the visibility graph often plays an important rôle. For polygonal obstacles the vertices of these polygons are the nodes of the visibility graph, and two nodes are connected by an arc if the corresponding vertices can see each other.

It is well known that a shortest path for a point moving from a given initial situation to a given final situation can be found by computing a shortest path in the visibility graph of the set of obstacles extended with the initial and final position of the point.

Another important geometric object is the visibility polygon of a point with respect to the set of obstacles, viz. the clockwise sequence of objects that are visible from this point. Computing the visibility polygon in time proportional to its size—possibly up to a factor that is logarithmic in the number of obstacles—requires studying a more complicated mathematical object, the so called visibility complex.

The set of lines intersecting a fixed object is endowed with an equivalence relation defined in terms of the visibility from the object along these lines. The equivalence classes correspond to cells of the visibility complex. A line intersecting the visible object transversally belongs to a 2-dimensional face; if the line is a tangent of the visible object it either belongs to an edge or to a vertex of the visibility complex.

The visibility polygon of a point can be computed by maintaining the view along a line that performs a rotational sweep around the point. This rotational sweep corresponds to a one-parameter family of lines, i.e. to a curve $\Gamma$ in the visibility complex. Obviously during the rotational sweep the view changes if the line is in a position tangent to the visible object. In terms of the visibility complex this corresponds to an intersection of the curve $\Gamma$ with an edge or a vertex, viz. with the boundary of a face.

The number of faces intersected by the curve $\Gamma$ is equal to the size of the visibility polygon. To determine the intersection of this curve with a certain face efficiently we first study the geometry of the faces, and obtain a kind of Zone Theorem for the curve $\Gamma$. Subsequently we show how the successive intersections of this curve with the boundaries of the faces can be determined in output-sensitive time.
Finally we show how the visibility complex can be constructed in time proportional to its size—again up to a factor logarithmic in the number of obstacles. Since there is a natural correspondence between the set of vertices of the visibility complex and the set of arcs of the tangent visibility graph of the set of objects, this construction can also be used to compute the latter graph in time proportional to the size of the output.

We should remark here that our method bears some resemblance to the optimal algorithm of Ghosh and Mount for the construction of the visibility graph of a set of polygonal obstacles—essentially considered as a collection of line segments—although it seems hard to generalize the latter algorithm to the context of more general convex objects. The richer structure of the visibility complex seems to guarantee a more natural approach to visibility problems.

We also expect that our methods can be used in various other geometric problems, e.g. in planning the motion of a rod amidst polygonal obstacles, in ray shooting (this will require a persistent data structure for the visibility complex and in the computation of a sector of the visibility polygon.)
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Abstract

This paper presents a new representation scheme for closed polygonal and triangular polyhedral objects without holes. The scheme represents a hierarchical approximation to support object manipulation at various levels of detail, as well as hierarchical bounding volume information to support efficient search and intersection operations. The bounding volumes (flintstones) consist of circles in 2D and spheres in 3D, which make the representation storage efficient, and operations computationally efficient.

1 Introduction

Two facilities are often used for the manipulation of complex polygonal or polyhedral objects: approximation, and localization, or bounding volume representation. An approximation of the object can be used if it is not necessary to deal with the object in full detail. Bounding volumes can be used to support search and intersection operations. This paper presents a new representation scheme for closed polygonal and polyhedral objects without holes.

Approximation algorithms that are optimal in some sense, see e.g. [Imai and Iri, 88], are usually not hierarchical. There seem to be no efficient algorithms for optimal approximation in 3D, so that we are dependent on heuristics. Some methods are only approximation schemes, such as presented by [Duda and Hart, 73] and [Faugeras et al., 84], and some are only localization schemes, such as presented by [Ponce and Faugeras, 87]. Still others are both, but not naturally or satisfactory generalizable from 2D to 3D, for example the schemes of [Ballard, 81] and [Günther, 88].

The Flintstones scheme is hierarchical, is both an approximation and a localization scheme, is naturally generalized from 2D to 3D, and computationally efficient in hierarchical operations such as point location and object intersection.

2 Flintstones scheme — 2D

2.1 Localization

Definition 1 (Circle with signed radius) Let $a_1, a_2$ and $b$ be points not lying on one line. The radius of the circle $C(a_1, a_2; b)$ through these points is positive if the center of the circle and $b$ lie at the same side of the line through $a_1$ and $a_2$, and negative if they lie at opposite sides.
Definition 2 (±-operator) Let \( R \) and \( S \) be two circles with signed radii \( r_R \) and \( r_S \) respectively. Then

\[
R \pm S = \begin{cases} 
R \cup S & \text{if } r_R r_S > 0, \\
R \cap S & \text{otherwise}.
\end{cases}
\]

Let \( H(a_1, a_2; b) \) be the half-plane containing \( b \) whose boundary passes through \( a_1 \) and \( a_2 \).

We now consider an open polyline \( P \) having consecutive vertices \( v_p, v_{p+1}, \ldots, v_s, p+1 < s \).

**Definition 3 (Flintstone)** Let \( v_r \) be a vertex of \( P \) such that \( C(v_p, v_s; v_l) \) contains all vertices lying in \( H(v_p, v_s; v_l) \). If \( P \subset H(v_p, v_s; v_l) \), then the flintstone \( F(P) = C(v_p, v_s; v_l) \cap H(v_p, v_s; v_l) \), otherwise \( F(P) = C(v_p, v_s; v_l) \pm C(v_p, v_s; v_r) \), where \( v_r \) is a vertex of \( P \) not in \( H(v_p, v_s; v_l) \) such that \( C(v_p, v_s; v_r) \) contains all vertices in \( H(v_p, v_s; v_r) \).

It is easily verified that \( P \subset F(P) \), so that \( F(P) \) is a bounding area for \( P \).

### 2.2 Approximation

Let \( N \) be the number vertices in the approximated boundary.

The hierarchical approximation of a closed polygon \( v_0 \ldots v_{N-1} \) starts with the determination of the smallest circle containing all vertices, which passes through at least two vertices, say \( v_i \) and \( v_j \), \( i < j \). Line segment \( v_i v_j \) is the zero-order approximation of the polygon, dividing it into two open polylines \( v_i v_{i+1} \ldots v_j \) and \( v_j v_j+1 \ldots v_i \) (here and in the rest of this section the indices are taken modulo \( N \)).

The next level in the hierarchy of approximations of an open polyline \( v_p, \ldots, v_s \) depends on \( F(v_p, \ldots, v_s) \). If \( F(v_p, \ldots, v_s) = C(v_p, v_s; v_l) \cap H(v_p, v_s; v_l) \), then \( v_p \ldots v_s \) is approximated by \( v_p v_l \) and \( v_l v_s \). If \( F(v_p, \ldots, v_s) = C(v_p, v_s; v_l) \pm C(v_p, v_s; v_r) \) and if the radius of \( C(v_p, v_s; v_l) \) is larger than the radius of \( C(v_p, v_s; v_r) \), then \( v_p \ldots v_s \) is approximated by \( v_p v_l \) and \( v_l v_s \), otherwise by \( v_p v_r \) and \( v_r v_s \).

If there exists a circle through \( v_p \) and \( v_s \) containing \( v_{p+1}, \ldots, v_{s-1} \), then the ‘±’ in Definition 3 is a ‘−’. By construction of the approximation, each approximated polyline is contained in a circle. So, all flintstones are the intersection of two circles or a circle and a half-plane. The shape of the intersection of two circles gave rise to the name ‘flintstone’.

**Theorem 2.1** [Time complexity] The best case time complexity to construct the full flintstones hierarchy in 2D is \( \Theta(N \log N) \). The worst case complexity is \( O(N^2) \).

### 3 Flintstones scheme — 3D

#### 3.1 Localization

\( S(a_1, a_2, a_3; b) \) is a sphere through \( a_1, a_2, a_3, b \), with a signed radius, defined analogously to Definition 1. The ±-operator is defined analogously to Definition 2. \( H(a_1, a_2, a_3; b) \) is the half-space containing \( b \) whose boundary passes through \( a_1, a_2, a_3 \).

Let \( P \) be an open polyhedron, and \( v_p, v_s, \) and \( v_t \) three distinct vertices on the closed boundary polygon.
Definition 4 (Flintstone) Let $v_q$ be a vertex of $P$ such that $S(v_p,v_s,v_l;v_q)$ contains all vertices lying in $H(v_p,v_s,v_l;v_q)$. If $P \subset H(v_p,v_s,v_l;v_q)$, then the flintstone $F(P) = S(v_p,v_s,v_l;v_q) \cap H(v_p,v_s,v_l;v_q)$, otherwise $F(P) = S(v_p,v_s,v_l;v_q) \pm S(v_p,v_s,v_l;v_r)$, where $v_r$ is a vertex of $P$ not in $H(v_p,v_s,v_l;v_q)$ such that $S(v_p,v_s,v_l;v_r)$ contains all vertices in $H(v_p,v_s,v_l;v_r)$.

It is easily verified that $P \subset F(P)$, so $F(P)$ is a bounding volume for $P$.

3.2 Approximation

The hierarchical approximation of a closed polyhedron starts with the determination of the smallest sphere that passes through at least three vertices, say $v_i$, $v_j$, and $v_k$, and contains all vertices. Such a sphere always exists, but need not be the smallest enclosing sphere, which may pass through only two vertices.

The three shortest paths of edges in the polyhedron running from $v_i$ to $v_j$, $v_j$ to $v_k$, and $v_k$ to $v_l$, divide the closed polyhedron into two open polyhedra. Triangle $v_i,v_j,v_k$ is the zero-th order approximation of the closed polyhedron.

At the next levels of the hierarchical approximation we consider an open polyhedron $P$ and three distinct vertices $v_p$, $v_s$, and $v_l$ on the boundary of $P$. If $F(P) = S(v_p,v_s,v_l;v_q)$ then $P$ is approximated by the three triangles $v_pv_kv_l$, $v_qv_kv_l$, and $v_pv_qv_l$. If $F(P) = S(v_p,v_s,v_l;v_q) \pm S(v_p,v_s,v_l;v_r)$ and if the radius of $S(v_p,v_s,v_l;v_q)$ is larger than the radius of $S(v_p,v_s,v_l;v_r)$, $P$ is approximated by $v_pv_qv_l$, $v_qv_lv_l$, $v_pv_qv_l$, otherwise by $v_pv_qv_l$, $v_qv_lv_l$, and $v_pv_qv_l$.

If the triangles are always split into three new ones, the new triangles get more and more elongated, and edges remain present in all next levels of approximation. To avoid this, $v_pv_qv_l$ can be split into two triangles. The place to split is at a vertex on one of the three paths between $v_p$, $v_s$, and $v_l$. In that case the neighboring triangle must also be split at the same vertex. Since a triangle has three neighbors, it may have to be split at zero to three sides.

If there exists a sphere through $v_pv_qv_l$ containing $P$, then $\pm$ in Definition 4 is a $\cap$. If no sides of this triangle are split, the new triangles are also contained in a single sphere. However, if one or more sides are split, the new triangles need not be contained in a single sphere. So, unlike the 2D case, flintstones in 3D are not always the intersection of two spheres or a sphere and a half-space, but may also be the union of two spheres.

Theorem 3.1 2[Time Complexity] The best case time complexity to construct the full flintstones hierarchy in 3D is $O(N(\log N)^2)$. The worst case complexity is $O(N^2 \log N)$.

4 Hierarchical operations

In this section the term sphere denotes both a circle and a 3D sphere, and the term segment denotes a line segment in 2D, and a triangle in 3D.

A point-in-polygon or -tetrahedron test can be performed efficiently if we can use an approximation of $P$, that yields the same result as $P$ itself. The next lemma tells when this can be done:
Lemma 4.1 1 Let $B$ be a part of $P$, $A$ an approximation of $B$ having the same boundary, and $F$ the flintstone containing $B$. If a point $X$ is external to $F$, then $X$ is internal/external to $P$ if and only if $X$ is internal/external to $P$ with $B$ replaced by $A$.

The intersection of two objects $P$ and $Q$ can be computed efficiently if the computation of the intersection of two non-intersecting segments is avoided: testing for absence of intersection is easier than solving the intersection. A part of $P$ and a part of $Q$ do not intersect if the corresponding flintstones do not intersect. If the flintstones do intersect, testing is performed at a level of more detail.

Testing whether $X$ is internal to a flintstone involves the calculation of the distances from $X$ to the centers of the spheres. Testing whether two spheres intersect amounts to comparing the distance between their centers with the sum of the radii. Both tests are computationally cheap compared to tests with bounding rectangles (four lines), as in [Ballard, 81], and bounding truncated pyramids (five planes), as in [Ponce and Faugeras, 87].

5 Conclusions

The flintstones representation is boundary based: the approximation is intrinsic to the object boundary, and the bounding volumes contain the boundary segments of the object. The scheme is hierarchical, is both an approximation and a localization scheme, is naturally generalized from 2D to 3D, and computationally efficient in hierarchical operations such as point location and object intersection.
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1 Introduction

Rectilinear paths and rectilinear obstacles play an important role in many applications. VLSI design [Wid90] is one of the most prominent examples. A natural metric to measure the distance between two points in such a setting is the $L_1$-metric since it corresponds to the length of a shortest rectilinear path. In this abstract we address the problem of locating the set of points inside a simple rectilinear polygon whose maximal $L_1$-distance, i.e., the length of a shortest rectilinear path, to any other point in the polygon is minimized. This set is known as the center of the polygon. A closely related problem is that of finding the maximal distance between two points inside a polygon, also known as the diameter problem. Note that we always measure the distance between two points according to the length of a shortest rectilinear path inside the polygon.

Center and diameter problems have been considered in various other contexts and a number of results have been obtained. Pollack latex master et al. [PSR89] give an $O(n \log n)$ algorithm to compute the geodesic center of a polygon if the Euclidean metric is used. The Euclidean diameter of a simple polygon can be computed within the same time bound by a result of Suri [Sur86]. It is not known up to date if the time complexities of these algorithms are optimal or whether they can be improved upon.

2 Definitions

In the following let $P$ be a simple rectilinear polygon with $n$ edges. A (rectilinear) path $P$ is a curve that consists of a finite number of (axis parallel) line segments inside $P$. The line segments of $P$ will be called links. The $L_1$-length of $P$, denoted by $\lambda(P)$, is defined as the sum of the lengths of its links. The $L_1$ distance between two points $p$ and $q$ in $P$ is the $L_1$-length of the shortest rectilinear path between $p$ and $q$.

We now give precise definitions of the $L_1$-diameter and -center of a polygon $P$. The $L_1$-diameter of $P$, denoted by $D(P)$, is defined as the maximum distance between two points in $P$. Closely related is the notion of the radius $R(P)$ of $P$ which is defined as the smallest value $r$ such that there exists a point $p$ in $P$ with $L_1(p, q) \leq r$, for all points $q$ of $P$. The set of points $p$ in $P$ that satisfy $L_1(p, q) \leq R(P)$, for all $q \in P$, is called the $L_1$-center of $P$.

*This work was supported by the Deutsche Forschungsgemeinschaft under Grant No. Ot 64/5-4.
2.1 Chords and the $L_1$-distance in Polygons

Lemma 2.1 For each point $p$ in $P$ and any axis-parallel chord $c$, there is one unique point on $c$ that minimizes the distance from $p$ to $c$.

In the following we call the unique point on $c$ that is closest to $p$ the projection of $p$ on $c$ and denote it by $\pi_c(p)$.

Lemma 2.2 If $c$ is an axis-parallel chord in $P$ and $p$ a point in $P$, then we have, for every point $q$ on $c$, $L_1(p,q) = L_1(p,\pi_c(p)) + L_1(\pi_c(p),q)$.

As an immediate consequence we obtain

Corollary 2.3 For each point $p$ in $P$, all of its furthest neighbours are convex vertices of $P$. In particular, there is a pair of convex vertices that spans the diameter of $P$.

It can be shown that the set of projections of all vertices of $P$ can be computed in linear time.

3 A Simple Algorithm for the $L_1$-Diameter of a Polygon

We start off with a simple divide and conquer algorithm that takes $O(n \log n)$ time. In order to do so we choose an axis-parallel chord $c$ that splits $P$ into two parts $P_l$ and $P_r$ of almost equal size. In [dB91] it is shown that an axis-parallel chord can be found in linear time such that the number of edges in both $P_l$ and $P_r$ is less or equal to $3/4n + 2$. The algorithm works as follows.

Algorithm $L_1$-Diameter

1. If $P$ is a rectangle, then $D(P)$ is given by the $L_1$ length of the diagonal.

2. Compute a chord $c$ of $P$ that cuts $P$ into two subpolygons $P_l$ and $P_r$ such that $|P_l|^1, |P_r| \leq 3/4n + 2$.

3. Compute $M = \max\{L_1(v_1, v_2) \mid v_1 \in P_l, v_2 \in P_r\}$ and remember the vertices $v_1, v_2$ with $L_1(v_1, v_2) = M$.

4. Compute $D(P_l)$ and $D(P_r)$ recursively.

5. Let $D(P) := \max(M, D(P_l), D(P_r))$.

The bottleneck of the above algorithm is Step 3. By projecting the vertices of $P_l$ and $P_r$ onto $c$ we are able to compute $M$ in linear time which leads to a run time of $O(n \log n)$ of the overall algorithm.

The algorithm can be further improved by avoiding recursion on one side of $c$. If (say) $P_r$ is the part of $P$ such that the furthest neighbour of $c$ of $P_r$ is closer to $c$ than the furthest

---

1The notation $|\cdot|$ is used to denote the number of edges a polygon consists of.
neighbour of $P_i$, then we can disregard some parts of $P_r$ since they can be shown to have a diameter of less than $M$. The remaining parts of $P_r$ can then be processed in linear time which leads to an overall linear time algorithm.

4 Computing the $L_1$-center

The main tool for computing the $L_1$-center is the close relationship between the radius and the diameter of a simple polygon. More precisely, we have the following lemma.

**Lemma 4.1** If $P$ is a simple polygon, then

$$R(P) = D(P)/2.$$  

So once we have computed the diameter of the polygon, we immediately know its radius. But the above lemma also turns out to be very helpful in computing the center of $P$ as the following lemmas shows.

**Lemma 4.2** Let $v_1$ and $v_2$ be a pair of diametral vertices and a shortest path $P$ between them. If $p$ is the point in the middle of $P$, then there is a square $S$ containing $p$ with the following properties

1. $S$ is contained in $P$,
2. $p$ is contained in one diagonal $d$ of $S$.
3. $d$ contains the $L_1$-center of $P$, and
4. $S$ can be computed in linear time.

This observation gives rise to the following algorithm to compute the $L_1$-center. Given a diametrical pair $v_1, v_2$ by the diameter algorithm, we compute $S$ in linear time. Let the four sides of $S$ be $s_1, ..., s_4$ and the maximal line segments in $P$ through $s_i$ be denoted by $t_i$. Furthermore, let $T_i$ be the set of all the vertices that are on the opposite side of $t_i$ as is the square $S$. We now compute the projections of $T_i$ onto $s_i$. Note that $s_i$ is the closest of the four sides of $S$ to the vertices in $T_i$ and that we consider all the vertices of $P$ in this way. For each projection $p_i$ on the boundary of $S$, we then compute the interval on the diagonal of $S$ that has distance $R(P)$ to $p_i$. The intersection of all these intervals then yields the $L_1$-center.
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A Simple Balanced Search Tree
With \(O(1)\) Worst-case Update Time\(^1\)
(Extended Abstract)
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Abstract

In this paper we show how a slight modification of \((2,4)\)-trees, called \((2,4,8)\)-trees, allows us to perform member and neighbor queries in \(O(\log n)\) time and updates in \(O(1)\) worst-case time (once the position of the inserted or deleted element is known). Our data structure is quite natural and much simpler than previous worst-case optimal solutions. It is based on two techniques: 1) bucketing, i.e., storing an ordered list of \(2\log n\) elements in each leaf of a \((2,4,8)\) tree, and 2) lazy splitting, i.e., postponing necessary splits of big nodes until we have time to handle them.

1 Introduction

One of the most common (and most important) data structures used in efficient algorithms is the balanced search tree. Hence there exists a great variety of them in the literature. Basically, they all store a set of \(n\) keys such that location, insertion and deletion of keys can be accomplished in \(O(\log n)\) worst case time.

In general, updates (insertions or deletions) are done in the following way: First, locate the place in the tree where the change has to be made; Second, perform the actual update; And third, rebalance the tree to guarantee that future query times are in \(O(\log n)\). The second step usually takes only \(O(1)\) time, whereas steps 1 and 3 both need \(O(\log n)\) time. But there are applications which don't need the first step because it is already known where the key has to be inserted or deleted in the tree. In these cases we would like to have a data structure which can do the rebalancing step as fast as the actual update, i.e., in constant time.

It has been well known for a long time that some of the standard balanced search trees can achieve \(O(1)\) amortized update time once the position of the key is known ([O82]). But for the worst case update time the best known method had been a complicated \(O(\log^* n)\) algorithm by Harel ([H79]). Only recently Levcopoulos and Overmars came up with an algorithm achieving optimal \(O(1)\) update time ([LO]). They use the bucketing technique of [O82]: Rather than storing single keys in the leaves of the search tree, each leaf (bucket) can store up to \(O(\log n)\) keys. In fact, the buckets in [LO] have size \(O(\log^2 n)\); so [LO] also need a 2-level hierarchy of lists to guarantee \(O(\log n)\) query time within the buckets. They show that buckets cannot grow too big if after every \(\log n\) insertions the biggest bucket is split into two halves; rebalancing the search tree can then be distributed over the next \(\log n\) insertions for which no split occurs.

\(^1\)This work was supported by the ESPRIT II program of the EC under contract No. 3075 (project ALCOM)
Our paper simplifies this approach considerably: We, too, distribute the rebalancing over the next \( \log n \) insertions into the bucket which was split, but allow many buckets to be split at consecutive insertions (into different buckets). This seems fatal for internal nodes of the search tree: they may grow arbitrarily big because of postponed (but necessary) splits. But we show that internal nodes never have more than twice the allowed number of children. This reduces bucket size to \( 2 \log n \), which means that we need only an ordered list to store the elements of a bucket. Also the analysis of our algorithm seems simpler and more natural than in [LO].

2 The Data Structure

Since we can handle deletions using the global rebuilding technique of Overmars ([O83]) we can w.l.o.g. assume from now that the only updates to the data structure are insertions. Queries are the so-called neighbor queries: given a key \( K \), if it is in the current set \( S \) report it, otherwise, report one of the two neighbors in \( S \) according to the given order.

Assume that we start with a set \( S_0 \) of \( n_0 \) keys. These keys are stored in an ordinary \((2,4)\)-tree \( T_0 \) of height \( \log n_0 \). The number of children of a node \( v \) will be denoted by \( \text{size}(v) \). Nodes \( v \) with \( \text{size}(v) > 4 \) will be called big, otherwise small (\( T_0 \) has only small nodes). Later the leaves of the tree will grow to buckets of size at most \( 2 \log n \) where \( n \) denotes the current size of the set \( S \) which is stored in the tree. Each bucket is represented as a doubly-linked ordered list. After some insertions, the tree \( T \) will lose its \((2,4)\)-property but the size of nodes will always be bounded by \( 8 \). Since big nodes are still considered to be candidates for splitting, we call this kind of tree a \((2,4,8)\)-tree.

Insertions into a bucket can be done in constant time if the neighbor of the inserted key is given. For rebalancing, each bucket \( b \) has an additional pointer \( r_b \) to an internal node of \( T \); in \( T_0 \), or directly after a split, it points to the parent of the leaf which contains \( b \). Whenever we insert a new key into \( b \) we also test whether \( r_b \) points to a big node; if so, this node is split into nodes of size at most \( 4 \); otherwise nothing happens. Then \( r_b \) is moved upwards one level towards the root, if this parent node exists, and otherwise (i.e. \( r_b \) is the root) \( b \) is split into two halves. Queries will never change the tree \( T \).

3 The Analysis

The first Lemma can be proved easily by induction.

Lemma 3.1 \( \text{height}(T) \leq \log n \) and \( \text{size}\text{-bucket}(T) \leq 2 \log n \) where \( n \) is the current number of keys stored in \( T \).

We now show that the nodes of \( T \) have bounded size. If a node is split, the edge to its parent node (the parent edge) is split, too; we call these edges doubled (we will show that nodes have size at most \( 8 \); hence they can always be split into 2 small nodes). Other edges are called simple. After some time doubled edges can again become simple edges (see below).

For an internal node \( v \), let \( d_v \) be the number of pairs of split children and \( e_v \) be the number of unsplit children, i.e. \( \text{size}(v) = 2d_v + e_v \). \( v \) is called small if \( 2d_v + e_v \leq 4 \), big otherwise. \( v \) is called normal if it is not incident to a doubled edge, i.e. \( d_v = 0 \); otherwise, it is a
**b-node** (see below the definition of b-trees). \( v \) is called *extended* if \( d_v \geq 1 \), and *blocking* if \( d_v + e_v \leq 2 \).

For the leaves \( w \) of \( T \) we define \( d_w = 1 \) and \( e_w = 0 \), i.e. leaves are small, extended and blocking b-nodes. The parent edge of the root is defined to be simple.

If a node \( v \) is small and its parent edge is simple then it can be *normalized*, i.e. all doubled edges (to split children) become simple. Thus \( v \) becomes normal.

It is easy to prove the following relations between these definitions: Extended nodes are b-nodes, blocking nodes are small, normal nodes are small, and big nodes are extended.

At any time, the doubled edges induce a forest of subtrees of \( T \); these subtrees are called *b-trees* (blocking trees). Since a b-tree consists only of doubled edges all its nodes are b-nodes.

We still have to say at which time b-nodes are normalized in the algorithm. If \( r_b \) is the root of a b-tree and is discovered - during the rebalancing step of an insertion - to be small, then \( r_b \) and, recursively, the whole b-tree are normalized (this can be done because the following Lemma guarantees that all non-root nodes of a b-tree are small).

**Lemma 3.2** For each b-tree \( T_b \):

1. The parent edge of \( \text{root}(T_b) \) is simple.
2. \( \text{root}(T_b) \) may be big, but \( d_{\text{root}(T_b)} + e_{\text{root}(T_b)} \leq 4 \).
3. All other nodes of \( T_b \) are blocking (and hence small).
4. \( T_b \) contains at least one leaf \( w \) of \( T \). For each such leaf \( w \), \( r_w \) points to \( \text{root}(T_b) \) or below.

**Proof**: (1) is always true by the definition of b-trees. (2)-(4) are proved by induction on the number of nodes split. From (4), it follows that a leaf (bucket) whose parent edge is doubled is not filled yet and hence can not be split. Hence splits can occur only at the root of a b-tree. From (2) we know that this root has only a few children; these children always can be distributed over the two new nodes in such a way that both new nodes are blocking afterwards. Since we created a new doubled edge, the b-tree has grown. If the father of the root was part of another b-tree previously, these two b-trees are fused together to become a big b-tree. In any case, it is easy to verify (2)-(4).

From these two Lemmas follows immediately

**Theorem 3.3** \( T \) is always a \((2, 4, 8)\)-tree. Hence, it supports neighbor queries in time \( 5 \log n \) and insertions in time \( O(1) \), once the position where the key is to be inserted in the tree is known. Also, deletions can be done in time \( O(1) \) using the global rebuilding technique.
4 Conclusions

We have seen how to implement a simple (2,4,8)-tree which supports neighbour queries in time $O(\log n)$ and updates in time $O(1)$. In a real implementation one could change the rebalancing step in such a way that a bucket which normalized its b-tree before being filled, afterwards helps splitting other big nodes (which could be stored in a separate list to guarantee quick access).

As in [LO], our data structure can not be used as a finger tree. Hence, it remains an open problem to obtain a finger tree with only $O(1)$ worst-case update time.
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Planar point location is a fundamental geometric searching problem and has been extensively studied in recent years. In this work we consider the problem of dynamically maintaining a set $S$ of $n$ non-intersecting (except possibly at endpoints) line segments in the plane under the following operations:

- Locate($q$: point): Report the segment immediately above $q$, i.e. the first segment intersected by an upward vertical ray starting at $q$;
- Insert($s$: segment): Add segment $s$ to the collection $S$ of segments;
- Delete($s$: segment): Remove segment $s$ from the collection $S$ of segments.

A connected subdivision is defined as the graph induced by the set of line segments $S$ (i.e. its vertices are the endpoints of the segments, the edges are the segments) if that graph is connected. Connected subdivisions include the monotone subdivisions defined by Preparata and Tamassia [PT89] as a special case.

The locate operation in connected subdivisions is usually required to return the name of the region containing the query point (and not only the segment immediately above the query point) and some papers reserve the term “dynamic planar point location problem” for this problem. However, Overmars [Ove85] has shown how to reduce the point location problem in connected subdivisions to the dynamic planar point location problem (as we defined it above) with only $O(\log n)$ additional cost per operation. Furthermore, there are applications of the dynamic point location problem, e.g. when using space sweep techniques, where the connectedness assumption is unnatural.

Table 1 summarizes our results and compares them to previous work. We achieve $O(\log n \log \log n)$ locate and insertion time and $O(\log^2 n)$ deletion time, the bounds for insertions and deletions being amortized. The space bound is $O(n \log n)$ for our first solution, and $O(n)$ for our second solution. This second solution is a refinement of the first one.

Previously, a query time below $O(\log^2 n)$ was only known for the special cases of monotone subdivisions [CT91] and horizontal line segments [MN90], respectively. In both cases non-linear space was needed.

---

1H.B. acknowledges support by the Deutsche Forschungsgemeinschaft under Grant WE 1265/2-1.
In the course of deriving our results, we obtain new data structures, which combine well known structures like segment and interval trees and the method of fractional cascading introduced by Chazelle and Guibas [CG86] and dynamized in [MN90].

Let us have a look at the general philosophy of fractional cascading. Fractional cascading is a very powerful data structuring technique to improve the search and update times for structures consisting of a basic undirected frame graph and many linear lists at its nodes. The main idea of fractional cascading is based on the exploitation of the inherent structure of linear orderings. In order to speed up searches, it introduces bridges between lists of adjacent nodes, i.e. it stores the same element in several lists, such that the position of the query element in one list and a nearby bridge guide the search into the vicinity of the position of the query element in the next list. The search time depends on the number of searched nodes, the cost for an initial search part and essentially on the distance between bridges. In this way, the search time can be reduced if the distance between neighboring bridges can be kept small. In [MN90] it was shown that distance $O(1)$ between bridges can be maintained if all lists are drawn from a linearly ordered universe. In the case of general line segments we only have a partial order, the natural "above"-relation between segments. Therefore the standard fractional cascading method can not be applied directly.

With respect to the partial order among the line segments we only copy segments (bridges) in root to leaf fashion. In this way, the distance between bridges can be controlled in the parent nodes but not in the children nodes. For searches this does not cause a problem, since they can be performed in leaf to root fashion.

However insertions and deletions become considerably more complex.

(1) An insertion of a segment $s$ into a segment tree forms an insertion sequence for subsegments of $s$ into segment lists of at most $O(\log n)$ nodes nearby the search path for the two endpoint of $s$. Thus binary search seems to be needed in each node resulting in $O(\log^2 n)$ insertion time. We show that information about previously inserted segments can be efficiently used to achieve an amortized insertion time of $O(\log n \log\log n)$.

(2) For deletions the following problem appears. Fractional cascading copies elements from lists to neighboring lists, i.e. it creates bridges between lists. In this way an element may have copies in several lists. Suppose now that a segment with many copies is deleted from the collection $S$ of segments. In standard dynamic fractional
cascading ([MN90]), it is possible to leave the copies as ghost elements in the data structure. In the case of segments, the difficulty arises that ghost segments may intersect with segments inserted later. We allow intersections, but in a carefully controlled way, e.g., we guarantee that bridges never intersect and that no segment intersects more than one bridge.

For the second solution we combine the interval-priority-search tree of Cheng and Janardan ([CJ90]) with segment trees and dynamic fractional cascading. The search algorithm proposed in [CJ90] is more complex than binary search and hence the searches in several such data structures interact in a more complex way than binary searches do. We use our previous results and obtain the same time bounds as before for insertion, deletion and query operations, but a space requirement of $O(n)$.
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Abstract

We have developed an automatic grid generator for three-dimensional (3-D) devices. We have characterized the class of meshes suitable for the integration of the device equations with the usual numerical schemes as being a subclass of the class of Delaunay meshes. The generated meshes permit an exact geometrical modeling of rather general domain boundaries of modern silicon devices avoiding the "obtuse angle problem" by construction.

Software packages for the numerical solution of partial differential equations (PDEs) are important prototyping tools in several engineering disciplines. Results from numerical simulations are used to design and to optimize parts ranging from large aircraft wings to microscopic semiconductor devices and integrated circuits. The spatial discretization of the structure to be simulated, i.e. its subdivision in cells, is key to the accuracy of the computed solution. An appropriate mesh should fulfill several requirements: first, it must provide a reasonable approximation of the geometry to be modeled, in particular of its boundary and internal material interfaces. Second, it is extremely important to accurately approximate all internal quantities relevant to the solution of the PDEs, such as the doping profile in a semiconductor device. Third, the single cells must fulfill certain geometric constraints imposed by the numerical integration method: if the PDEs are solved with the finite element method, no angle must be smaller than some bound supplied a priori. However, if the equations are solved using a control volume discretization or box method (BM), the surfaces defining the volume discretization have perpendicular bisectors of the edges of the tessellation. It can be shown that particular Delaunay tessellations satisfy this requirement [1].

The grid generator \( \Omega \) presented here has been developed for the simulation of semiconductor devices in 3-D. Several aspects must be considered when tessellating semiconductor devices. As these devices generally feature rather complex geometries the grid generator must be capable of dealing with quite general domain boundaries and material interfaces. In the simulation of mechanical parts similar problems arise. As classical finite element schemes seem inappropriate, PDEs are usually solved using the control volume or box method [2]. This leads to the requirement that the underlying mesh should be a Delaunay grid [1]. In addition in a semiconductor device featuring sizes of several \( \mu \text{m} \), relevant internal quantities may vary over several orders of magnitude within 100 \( \AA \), i.e. within a few thousandths of the overall size. Hence, mesh density must vary over several orders of magnitude in the whole device.

The first version of the grid generator, \( \Omega_{\text{oct}}(\Omega \text{ octree}) \), as presented in [3], was based on a conventional modified octree approach. It was shown that the octants of an octree could be
completed with additional edges on the surface or in the interior of each octant. However, in order to obtain an appropriate mesh, modified octrees suffer three serious drawbacks when used for discretizing semiconductor devices:

1. All octants are almost cubic; therefore the point density is locally constant along all three coordinate axes. However, relevant quantities in a semiconductor device may strongly vary along one axis, while remaining constant in the plane perpendicular to the axis. In these cases, isotropic cells, as those resulting from modified octrees, lead to a large number of redundant mesh points.

2. The algorithm used to obtain Delaunay meshes requires that material interfaces intersect an octant in the center of its edges. As a result, several refinements and a huge number of mesh points were required along material interfaces.

3. There may be inaccuracies in computing the volume discretization for interface elements.

In order to overcome these problems, the current version \( \Omega_{me}(\Omega \) with mixed elements) generalizes the modified octree approach in several aspects[4]. The whole device is no longer encapsulated in a single octree, but partitioned in a set of macro-elements consisting of cubes, rectangular prisms and rectangular pyramids (Figure 1). We use this set of elements because they allow the discretization of the device volume using the box method. Furthermore, they are closed under the refinement process, that is, each element obtained after a partition belongs to the same set\(^1\).

\[^1\text{A very simple element, the rectangular tetrahedron, cannot be used as macro-element because it is not possible to integrate its volume using the box discretization method.}\]

Figure 1: Macro-grid for the ECL bipolar transistor. The number of macro-elements is 2,069: 28 pyramids, 369 prisms and 1,672 cuboids.
This approach permits the representation of plane-faced geometries using a reasonable number of mesh points. No refinement along material interfaces is required to fit the geometry of the device. Subsequently, the desired mesh density in the interior of the device is obtained through the recursive refinement of prisms, pyramids and cuboids. If a finer mesh is required along one, two, or three coordinate axes, cubes, for example, are subdivided into two halves, four quadrants, and eight octants, respectively. Then, the elements with additional edge mid-points are subdivided into tetrahedra, pyramids, prisms or bricks in order to get a proper finite element mesh. Figure 2 shows a zoomed view of a trench-isolated bipolar transistor as used in state-of-the-art high-speed ECL designs.

![Figure 2: ECL bipolar transistor: A final grid at the left and a zoomed view at the emitter and p-channel at the right](image)
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The variety of spatial data structures and retrieval algorithms developed in recent years suggests that it is difficult or impossible to design general purpose structures that perform well across the entire spectrum of objects to be stored and queries to be processed - generality comes at the cost of performance and increased algorithm complexity. Thus simple algorithms that perform well on a restricted class of problems are clearly of interest.

Guard algorithms answer stabbing and intersection queries on a dynamic collection of spatial objects embedded in space that satisfy a shape constraint. The objects stored must be fat in a technical sense that can be made precise in several ways, but always implies object convexity and a width-to-length-ratio of at least f, where the fatness f is characteristic of the class of objects to be stored.

Guard algorithms partition space in a hierarchical grid of cells and guard points. Objects are attached to cells and guard points in such a way that a stabbing query is answered in a single path from the root to a leaf of the radix tree that represents the hierarchical grid.
A plane-sweep algorithm for finding a closest pair among convex planar objects

Frank Bartling
FB 12, Informatik, Universitaet - GH - Siegen
Postfach 10 12 40, D - 5900 Siegen, Germany

Klaus Hinrichs
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Given a set of geometric objects a closest pair is a pair of objects whose mutual distance is smallest. We present a plane-sweep algorithm which finds a closest pair with respect to any $L_p$-metric, $1 \leq p \leq \infty$, for planar configurations consisting of $n$ (possibly intersecting) compact convex objects such as line segments, circular discs and convex polygons. For configurations of line segments or discs the algorithm runs in asymptotically optimal time $O(n \log n)$. For a configuration of $n$ convex polygons with a total of $m$ vertices given in a suitable representation the algorithm finds a closest pair with respect to the Euclidean metric in time $O(n \log m)$. 
Contour Triangulation
(Extended Abstract)

Heinrich Müller,
Institut für Informatik,
Universität Freiburg
Rheinstraße 10, W-7800 Freiburg, Germany

The input of the problem of calculating surfaces from cross sectional contours (SFCSC) consists of a sequence of parallel planes in space which are decomposed into disjoint polygonal cells. The output asked for is a spatial decomposition into polytopes whose cross sections along the given planes induce the given cell decompositions of the planes.

The SFCSC problem has found considerable interest in relation with catching data by techniques of tomography. The purpose of this contribution is to present an approach of solution for this problem, which summarizes several other suggestions made in literature in the past. For a more comprehensive survey of this topic cf. [11].

The approach presented here divides the SFCSC into two major subproblems, the reconstruction of the topology and the reconstruction of geometry.

Reconstruction of topology means mutually assigning the different contours from slice to slice. This problem is of particular difficulty if there are several contours on each plane and if it is known that the corresponding solid can have branchings. The assignment of contours can be formally described by an assignment graph. The vertices of the assignment graph correspond to contours. Its edges connect vertices which belong to contours of consecutive slices forming a connected subsolid. An assignment graph is called valid if there exists a solid which induces the assignment described by that graph.

For a sequence of contours usually more than one valid assignment graph does exist. On the other hand not every graph which assigns contours between slices is in fact valid. One type of restriction is of topological nature. In general, a planar slice is composed of nested contours. Nested contours occur if the sliced solid has holes, like for instance a torus. A valid assignment of contours has to preserve the nesting. The nesting of contours can be formally described by a nesting tree. Each vertex of the nesting tree corresponds to a contour. The root of the nesting tree corresponds to a virtual outer contour which envelops all other contours. The successors of a vertex correspond to the contours immediately contained into its corresponding contour.

We will present an algorithm which enumerates all assignment graphs valid from the view of topology. It is based on an analysis of the nesting trees of the given contours which is related to the Morse theory of mathematics (Milnor [9], Morse, Cairns [10], Shinagawa, Kunii, Kergosien [13], Kergosien [8]).

The task of geometric reconstruction is deriving the surface of a solid so that its slices coincide with the given contours and which corresponds with a given assignment graph. The surface results from piecewise composition of surface segments which are interpolated from assigned contours in two neighboring cutting planes. The following cases can be distinguished:
**Cylindric interpolation.** One simply closed polygonal curve in each of two parallel planes which are mutually assigned.

**Saddle point interpolation with disconnected saddle.** Two disjoint nested polygonal contours in one plane and one contour in the other. The two contours are assigned to the single contour.

**Saddle point interpolation with connected saddle.** Two disjoint polygonal contours in one plane which are not nested, and one contour in the other plane. The two contours are assigned to the single contour.

**Extremal point interpolation.** One contour in the first plane, to which no contour in the second plane is assigned.

There are two possibilities of interpolating polyhedrons. One is to allow the polyhedron to have additional vertices besides those given on the contour, and the other to have not. The usefulness of additional vertices can be seen in the saddle case where the saddle point is usually to be expected to lie between the given planes.

An immediate approach when not using additional points is to interconnect the given contours by surfaces of triangles. The case of cylindric interpolation leads to cylindric triangulation. The input of cylindric interpolation consists of two disjoint closed polygonal chains \( p_0, \ldots, p_m \) and \( q_0, \ldots, q_n \) in space, \( p_0 = p_m, q_0 = q_n \). The output is a set of triangles with vertices \( p_i, q_j \), so that each triangle has vertices on both polygonal chains, each edge of the polygonal chains occurs on exactly one triangle, and each edge \( p_i q_j \) but \( p_0 q_0 \) and \( p_m q_n \), which belongs to a triangle does belong to exactly two triangles. The number of different cylindric triangulations is \( N(m, n) = n \cdot \binom{m+n-1}{m-1} \). We are only interested in those of them which are not penetrating.

By Keppel [7] a description of cylindric triangulations by directed graphs was introduced. The **toroidal graph** can be graphically represented by a two-dimensional grid. It has \( m \cdot n \) nodes \( n_{i,j}, i = 0, \ldots, m, j = 0, \ldots, n, n_{0,j} = n_{m,j}, n_{i,0} = n_{i,n} \). Each node \( n_{i,j} \) corresponds to a line segment \( p_i q_j \) between the two given polygonal chains. The arcs of the toroidal graph have the form \( n_{i,j} n_{i,j+1} \) and \( n_{i,j} n_{i+1,j} \). Arcs of the first sort represent triangles \( q_j p_{j+1} p_i \), whereas those of the second form correspond to triangles \( p_i p_{i+1} q_j \). A cylindric triangulation is expressed by a directed closed path in the toroidal graph which visits each row and column at least once.

The trouble with the **triangulation of saddle points** is that the saddle point cannot be modeled between the two given planes as it would be natural if no additional points are allowed. A way out we suggest for triangulations without additional points is to model the saddle point on one of the given cutting planes. This can be done according to the following two alternatives:

**Contour merging.** The two contours on the common cutting plane are transferred into one by introducing two nonintersecting line segments. In the disconnected case both line segments totally lie in the exterior of both contours. In the connected case the line segments lie in the ring between the inner and outer contour. A special case is that both edges are identical (Shantz [12]). In the disconnected case the resulting surface consists of a cylindric triangulation an a planar polygon. In the connected case the surface is formed by two cylindric triangulations and a planar polygon. The polygon has to be triangulated.
Contour splitting. The single contour is divided by two nonintersecting line segments into two contours. In the connected case both line segments lie totally in the exterior of the contour, in the disconnected case in the inner of the contour. Both line segments are introduced so that the resulting contours are nonintersecting. In the connected case, the resulting surface consists of a cylindric triangulation and a planar polygon. In the disconnected case the surface is composed by two cylindric triangulations and a planar polygon. Again the polygon is triangulated.

The third case are the extremal points. They appear if on one of the neighboring cutting planes no continuing contour is assigned to a given contour. The only possibility of triangulation without additional points is to triangulate the inner of the polygon. This triangulation closes the surface as required at an extremal point.

The preceding discussion of geometric reconstruction is sufficient for a special restricted class of assignment graphs. For the talk, a treatment of the general case is envisaged.

It is not difficult to give an algorithm for enumerating all possible triangulations of these types. However, among the large number of triangulations only a considerably reduced subset will usually be acceptable for an area of application. For the case of contour triangulation, different criterions for acceptable triangulations were proposed. These criterions can be distinguished in weight criterions and shape criterions. The last part of the talk is devoted to their discussion which can be summarized as follows.

Weight criterions can be often easily expressed formally by using the toroidal graph. For this purpose, weights $w(e)$ respectively $w(n)$ are assigned to its edges $e$ and nodes $n$ (Ganapathy, Denney [4]). Typical weight criterions are minimum area of the total surface (Fuchs, Kedem, Uzelton [3]), minimum biggest area of a triangle, minimum total length of the edges of the triangulation, minimum longest edge, minimum biggest angle of a triangle, maximum smallest angle of a triangle, maximum smallest slope of a triangle relative to the planes of the polygonal chains, and maximum volume of the polyhedron induced by the triangulated surface. Some of these criterions can be satisfied very efficiently since they lead to the problem of finding a shortest path in the toroidal graph.

Kaneda, Harada, Nakamae, Yasuda, Sato [6] have proposed to connect each vertex on a contour with its nearest neighbor on the other contour. However, it is not always possible to obtain a triangulation containing all these interconnecting line segments as edges. The alternative is considering those triangulations containing a maximum number of such edges. Until now, no algorithm more efficient than exhaustive search seems to be known. Shinagawa, Kunii, Nomura, Okuno, Hara [14] give an approximate solution for the maximum number of shortest edges.

Further types of triangulation were obtained by greedy approaches. Starting with an initial node in the toroidal graph, the greedy algorithm of Christiansen, Sederberg [1] successively constructs a path by adding that neighbor of the currently last node of the path which has the smallest weight. The weight used is the length of the connecting line segment represented by the node. Ganapathy, Denney [4] choose the next node in such a way that the absolute difference between the length of the piece of the upper contour and the piece of the lower contour processed yet is minimized all the time.

Finally, Cook, Batnitsky [2] suggest to construct the triangles in such a way that their orientation is as close as possible to the orientation of the line joining the centroids of the two contours.
Shape criterions take into consideration the shape properties of the given polygonal chains known from the area of image processing (cf. e.g. Gonzalez, Wintz [5]). An example is shape analysis based on curvature. Curvature allows to identify changes between left and right windings, and regions of extremal curvature. The shape of the polygonal chains is transferred onto the shape of the triangulation by inserting edges between both contours which connect points with the same property in suitable order. By the new edges, the given stripe is subdivided into substripes which are triangulated according to some further criterion.
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Parallel Triangulation of Nonconvex Polytopes
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Abstract

A new parallel algorithm for the triangulation of a nonconvex polytop $\mathcal{P}$ is presented. It will be shown that $\mathcal{P}$ can be decomposed into $O(n + r^2)$ tetrahedra within time $O(\log(n) \cdot \max\{\log^*(n), \log(r)\})$ with $O(n + r^2)$ processors, where $r$ is denoting the number of reflex edges of $\mathcal{P}$.

Introduction

Look at the following problem: given a nondegenerated simple nonconvex polytope $\mathcal{P} \subset \mathbb{R}^3$ with $r$ reflex edges, we have to partition the interior of $\mathcal{P}$ into a small set of tetrahedra. The partition of geometric objects into a small number of convex pieces is an important problem in computational geometry, as can be seen in many applications in computer graphics and pattern recognition.

In the plane the parallel triangulation-problem for nonconvex polygons is optimally solved by Goodrich [Go 89] in time $O(\log(n))$ with $O(\frac{n}{\log(n)})$ processors. For triangulation of 3-dimensional nonconvex objects only sequential algorithms and complexity results by Chazelle [Ch 84], [Ch 89], Ruppert and Seidel [RuSe 89] and Lingas [Li 82] are published. In [RuSe 89] it is shown that if no Steiner points are allowed in the decomposition, the problem of deciding whether a given polytope is decomposable into tetrahedra is $NP$-complete. From Lingas we have learned that the problem of finding a decomposition with a minimum number of tetrahedra is $NP$-hard.

Chazelle has given an $O(n^2)$ lower bound for the number of tetrahedra used in the triangulation by using Steiner points in [Ch 84]. In [Ch 90] he gave a sequential algorithm running in time $O((n + r^2) \cdot \log(r))$ for a nondegenerated simple nonconvex polytope $\mathcal{P}$ containing $O(r)$ reflex edges.

In this paper a parallel algorithm based on Chazelle's result is given. Because of Ruppert's and Seidel's result it is not always possible to triangulate in a way that all extremepoints of the tetrahedra used for the triangulation are also endpoints of $\mathcal{P}$. So it is possible that the algorithm presented here could use up to $O(r^2)$ Steiner points for the triangulation. It will be shown that a simple nondegenerated nonconvex polytope $\mathcal{P}$ of genus 0 with $n$ vertices and $r$ reflex edges can be decomposed into $O(n + r^2)$ tetrahedra within time $O(\log(n) \cdot \max\{\log^*(n), \log(r)\})$ using $O(n + r^2)$ processors.

The Triangulation Algorithm:

The algorithm is based on Chazelle's sequential approach, which uses time $O((n + r^2) \cdot \log(r))$.

It consists of two phases the Pull-Off- and the Fence-Off-Phase. In the Pull-Off-Phase one has to search many vertices on the boundary of $\mathcal{P}$ whose cups are unhindered. These
cups can be replaced by their domes. Triangulation of the unhindered cups is easy by drawing straight lines from the apex of the cup to all vertices of the crown, as they are all star-shaped polytopes. Mark, that in this phase no Steiner-points are needed for the triangulation. Arbitrary replacing of unhindered cups by their domes could lead to a large number of tetrahedra, namely $O(n \cdot r)$ in the triangulation. So the order of replacing must be determined very carefully. (See figure 1) After the Pull-Off-Phase the number of nodes of the polytope $P$ is $O(r)$. In the Fence-Off-Phase the resulting polytope will be triangulated into a partition of tetrahedra. Therefore vertical walls called fences are placed through all reflex edges. (See figure 2) This leads to a partition of the interior into $O(r^2)$ cylindric polytopes. These polytopes are not all necessarily convex. They can be made convex by triangulating their horizontal base polygon and set up vertical walls onto the new edges, too. Each of the resulting pieces can be triangulated with a constant number of tetrahedra. The Fence-Off-Phase can be done in time $O(\log(r))$ with $O(r^2)$ processors.\footnote{The main time $O(\log(r))$ is used for the triangulation of the base polygons.}
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The removal order \( N-(N-1)-\ldots-3-2-1 \) of unhindered cups leads to a number of \( O(n^2) \) tetrahedra, whereas the reverse order guarantees \( O(n) \) pieces for the triangulation.

The Fence of the edge \((A,B)\):
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