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Abstract

In this paper, we present an approach to detect, track people, and recognize poses. The detected poses are used for controlling a real time spatial game. In the people detection, tracking and pose recognition system, body parts such as the torso and the hands are segmented from the whole body and tracked over time. The 2D coordinates of these body parts are used as the input of a pose recognition system. By transferring distance and angles between the torso center and the hands into classifier feature space, simple classifiers, such as the nearest mean classifier, are sufficient for recognizing predefined key poses. The output of the classifier, that is the identification of the pose, is used to control color and actions of the virtual actor. The position of the virtual actor is steered by the detected position of the user in the image.
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1 INTRODUCTION

Nowadays video-based applications have become more and more widespread [1]. A well-known video-based application is man-machine interaction, in which people can use their facial expressions, gestures and poses to control e.g. virtual actors or (serious) games. The essential ingredient for an effective man-machine interaction experience is that the system indicates its level of understanding of the user’s movement. Therefore, human motion analysis plays an important role in man-machine interaction. Generally, there are two approaches to obtain the movement of human body. One approach is marker-based, in which users need to wear specific suit with sensors on it. These sensors are used to capture the motion of different body parts. The other approach is vision-based, in which users are totally free of any obtrusive sensors. The movement of users is analyzed from the recorded video data. Compared with the first approach, the second one may have less accuracy of reading motion information. However, it is more convenient and friendly to users, especially for gaming applications. Therefore in this paper, we propose a vision-based people detection, tracking, and pose recognition system. It directly uses the captured video frame as input, then gives the 2D position and pose of the people if there are people appearing in the scene. The position and pose information is connected to a spatial game system, and used as the control command of the spatial game. The remainder of the paper is organized as follows. In Section 2, we give a brief introduction of previous researches. The methodology of the proposed approach is described in Section 3. In Section 4, we show the spatial game application. At the end, the conclusion is drawn in Section 5.

2 PREVIOUS RESEARCHES

Although there has been published a significant number of research papers on human body tracking and pose recognition, many research issues still remain to be solved. In [2] the body parts are reliably labeled and located by 2D contour shape analysis. Tracking performance is significantly increased by taking color into account. The limitation of this method is that all the body parts need to be segmented although they may not be needed for certain applications. In [3], an approach to estimate 3D human pose with multiple cameras is proposed. It can deal with cluttered scenes and self-occlusion under some constrains. But the processing time for pose estimation is about 45
seconds per frame, which is not suitable for real-time applications. In [4] an exemplar based approach is used to localize and recognize human poses. However, the pose detector is only learnt from walking poses, so they can not detect people with other poses than walking. In this paper, we present an approach for real-time people detection, tracking, and pose recognition, which can handle a variety of poses and is fast enough to steer a real time game. The output of the pose classifier is used for controlling appearance and actions within this spatial game. Fig.1 gives the flowchart of the proposed system.

3 METHODOLOGY

3.1. MOTION EXTRACTION

In an indoor scenario, cameras are usually at fixed locations, so we do not need to consider motion of the scene for foreground object extraction. Therefore, background subtraction is a quite suitable method in this case. Compared to temporal differencing, the background subtraction will not only give the edges but the whole silhouette of the moving objects. The first step of the background subtraction is to build up a background image, which should not include any foreground objects. In our implementation, the background image is built by using a mixture of Gaussian model in [5]. This method is also robust to cluttered scenes. The background image is updated by using current frames, in order to deal with the change of lighting conditions. After the background image is obtained, the pixel-wise difference between the current frame and the background model is used to classify each pixel as either foreground or not. A difference image $D'_{i,j}$ between an input image $F'_{i,j}$ and the background image $B'_{i,j}$ shows only the moving object regions, while the stationary background is suppressed (see eq.1).

$$D'_{i,j} = F'_{i,j} - B'_{i,j}$$

A foreground binary image is obtained by using the difference image $D'_{i,j}$ and a threshold $T_d$ (see eq.2). $T_d$ can be obtained experimentally and is found out to be not very sensitive for different indoor scenes. Fig.2 shows the input image $F'_{i,j}$ and its foreground binary image $R'_{i,j}$.

$$R'_{i,j} = \begin{cases} 
1 & \text{if } D'_{i,j} \geq T_d \\
0 & \text{else} 
\end{cases}$$

Fig.2. Extraction of foreground binary image: (a) input image $F'_{i,j}$, (b) foreground binary image $R'_{i,j}$. 

\[\text{Video Sequence} \rightarrow \text{People Detection} \rightarrow \text{People Tracking} \rightarrow \text{Pose Recognition} \rightarrow \text{Spatial Game}\] 

Fig.1. The flowchart of the proposed system.
3.2. **TORSO AND HAND SEGMENTATION**

After we obtain the motion-based human body blob, the next step is to segment different body parts. This can be based on the selection of various features, such as shape, edge, silhouette, contour and color of human’s body. We use a 2D silhouette model to detect the torso and use skin color for the detection of hands.

### 3.2.1 Torso segmentation

After the foreground binary image is built, we use a geometrical characteristic of persons to detect them. The prior knowledge of human geometrical structure that we use is a head-shoulder-upperbody model, shown in Fig. 3. The parameters in this 2D human shape model are position and scale, so this model is described as $P = (x, y, scale)$. If the scale parameter in the 2D model is determined, the width and length of human upper body can also be derived according to the shape characteristic of persons. Since the recorded video data is from one single camera, the position of the human is given by 2D coordinates, that is $x$ and $y$ coordinate. In the real 3D world, this method can be easily extended to multiple view approaches by fusing the 2D data derived from synchronized cameras into 3D real coordinates.

After the definition of the human model, the problem comes up with how to use this 2D model to determine if there is a person in the image or not. Generally the intuitive solution is exhaustively searching the image for the defined model. Although there are only three parameters in this model, $x$ $y$ coordinate and scale, it still needs a large amount of calculations to find the global optimal solution. In the situation of more than one person appearing in the image simultaneously, this exhaustive search is too far away from real time applications. So it is impractical to use this model directly for template matching. However, this detection and tracking problem can be seen as a state estimation problem. To solve it, statistical methods, such as particle filters, can be used, which is especially suitable for non-Gaussian and multi-model situations. In a particle filter, the probability of detection of a person in the image is represented as the fitness coefficient of the defined 2D shape model. The definition of this fitness coefficient is the same as [6]. The template used to calculate the fitness coefficient is shown in Fig.3 (b). It is composed of two regions: foreground region $F$ and background region $B$, which is surrounding region $F$.

![Fig.3. (a) One sample in a particle filter, (b) two dimensional human model to calculate fitness coefficient [6].](image)

In order to construct the probability, the fitness coefficient should be a value between 1 and 0. This requirement is satisfied by using the following definition (see eq.3).

$$
\omega = \frac{1}{Area(F)} \times \left\{ \begin{array}{ll}
\sum F - \sum B, & \text{if } \sum F > \sum B \\
0, & \text{otherwise}
\end{array} \right.
$$

(3)

Where $Area(F) = Area(B)$. $\sum F$ is the summation of the pixel values in region $F$, $\sum B$ is a summation of the pixel values in region $B$. Hopefully foreground pixels with a value 1 will fall into region $F$ as much as possible and background pixels with a value 0 are only included in region $B$. Under this optimal situation the fitness coefficient will be 1, which means the foreground binary image satisfy the 2D model perfectly. We use this fitness coefficient $\omega$ as the probability of a person present in the image. The larger the value of the fitness coefficient is, the higher the probability of a person existing in the image. By fitting this 2D model on the foreground binary image, people’s head and torso can be segmented from other parts.
3.2.2 Hand segmentation

In addition to the 2D model mentioned in 3.2.1 for human’s torso detection and tracking, foreground pixels are further segmented into skin-color and non-skin-color regions. A skin color model in the RGB color-space is used to select skin color pixels on the foreground image. This human skin color model is similar to the model in [7]. If foreground pixels mapping into the RGB color-space satisfy the following conditions in eq.4 [7], they will be considered as skin-color pixels. People’s face and torso region are excluded from skin color detection by masking the head and torso region estimated from 3.2.1.

\[
\begin{align*}
\arctan\left(\frac{B}{R}\right) - \frac{\pi}{4} & < \frac{\pi}{8}, \\
\arctan\left(\frac{G}{R}\right) - \frac{\pi}{6} & < \frac{\pi}{18}, \\
\arctan\left(\frac{B}{G}\right) - \frac{\pi}{5} & < \frac{\pi}{15}
\end{align*}
\] (4)

After the skin color pixels are selected, two post-processing steps are used to get rid of false positive detections. The first step is to delete regions with a very small size, which are impossible to be hand regions. In the second step, a motion mask is introduced to exclude regions which are far away from previous hand locations. It limits the movement of hands within a certain bounding box. From the remaining two largest blobs, we calculate the centers of gravity and use them to represent the position of the hands.

3.3. Feature space construction

The input of the proposed pose recognition system are 2D positions of the torso center and the hands. However, we transfer them into normalized feature space and train the classifier in this new feature space. The reason is that the pose recognition system should be scene invariant. That is, no matter where the person is in the scene, or how far the person is from the cameras, the predefined key poses should be recognized. Therefore the feature space is built by using angles and relative positions between hands and torso center. We construct the following 6 feature components, denoted as \( F_{set} = \{c_1, c_2, c_3, \ldots, c_6\} \):

\[
\begin{align*}
&c_1 = \frac{(x_1' - x_2')}{s}, \\
&c_2 = \frac{(y_1' - y_2')}{s}, \\
&c_3 = \frac{(x_2' - x_2')}{s}, \\
&c_4 = \frac{(y_2' - y_2')}{s}, \\
&c_5 = \arctan\left(\frac{y_2' - y_2'}{x_2' - x_2'}\right), \\
&c_6 = \arctan\left(\frac{y_2' - y_2'}{x_2' - x_2'}\right)
\end{align*}
\] (5)

Here \((x_1', y_1')\), \((x_2', y_2')\) and \((x_2', y_2')\) are the 2D positions of the torso center, left hand and right hand. \(s\) is the scale parameter in 2D model. The classifier will be trained and tested on this 6D feature space \( F_{set} \).

3.4. Pose classification

The key poses are designed for gaming control, so they should be easy for users to remember and perform. We also choose the number of the poses not too high to make it easier for users. In our system, we defined nine poses in total, as shown in Fig.4. From top row to bottom row and left to right, these nine poses are labeled as pose1 to pose9.

In order to build a classifier, we manually labeled the frames containing the nine poses into nine classes. For each pose, the samples are selected from different persons. Our experimental data set contains 1515 samples of 9 pose types (classes) and 6 features. On average, each pose class is represented by 170 samples. The performances of several statistical classifiers with different complexities are compared. Specifically, we evaluated the nearest mean classifier (NMC), the linear classifier (LDC) and the quadratic classifier (QDC) assuming normal densities and the non-parametric Parzen classifier [8]. We observe that the simplest method (NMC) provides comparable performance to more complex classifiers which need an extra dimensionality reduction step to avoid the curse of dimensionality. We conclude that the extracted features are informative and do not require use of more complex classifiers. Therefore, we chose a simple classifier, 10-nearest neighbourhood classifier (NNC), for the pose classification part of our system. It is easy to implement and also benefits from the computation point of view.
3.5. RESULTS AND DISCUSSION

The proposed system is implemented in C++ with OpenCV libraries [9]. The processing time for each frame is 0.047 seconds, including background subtraction, body parts segmentation and pose recognition. We tested the system with more than 20 users. We also chose the different indoor environment with various settings. Some of the experimental results are shown in Fig.5. An online video demo is also available [10]. People’s head and torso are indicated with yellow and red rectangles. Within this 2D model, the location of head top, head center, torso center, torso bottom and both shoulder can be estimated, which are presented by yellow and red cross. People’s left and right hand are marked with blue and green cross separately. The output of the pose recognition system is an integer, the number shown in Fig.5. It gives the indication which pose user is performing. This integer and the 1D (horizontal) position of the user will be used as the control command of a spatial game. We evaluated pose classifiers using cross-validation approaches. The average error for all the poses is 6% by using NMC. The result shows that there is a clear separation between pre-defined poses. We also calculate the confusion matrices of the 9-class pose classifier (NMC). The results are promising. Most of the poses can be recognized very well. More details about the pose classification can be found in [11].
4. Spatial Game Application

4.1. Implementation

As an application for the pose recognition system we implemented a spatial game, based on the proposal of Phong in [12]. This is a variation of the game Pong [13] in which the player controls a bat to bounce off balls. In Phong the player controls a chameleon which has to bounce off photons, see in Fig.6. The position of the chameleon is determined by the player’s position in front of the camera. The photons can have 6 different colors: red, blue, green, yellow, cyan and magenta. The chameleon can change into each of these colors when the player adopts the appropriate pose.

![Fig.5. Results from people segmentation and pose recognition.](image)

![Fig.6.](image)

Fig.5. Results from people segmentation and pose recognition.

Fig.6. (a) Color and position of the chameleon are controlled by pose and position of the player, (b) the tongue of the chameleon is also controlled by a pose to catch flies [12].
When the photon hits the ceiling, it changes color. When the photon is bounced off while the chameleon has the wrong color, the controls flip. Left becomes right and vice versa. When the chameleon has the right color while bouncing the photon off, the score and speed of the photon is increased. When the chameleon misses the photon the ground is heated up. After 4 misses the ground is too hot and the game is over. At random moments a bug flies into the scene which can be eaten by the chameleon when the player adapts to the eating pose. This will increase the score and the ground will cool down.

The game is implemented using the graphics engine Ogre [14]. The input for the game is given by the pose recognition system. The pose recognition system and the spatial game are two separate applications which communicate via sockets [15]. Therefore, it is possible for the two applications to run on different computers and communicate through a network. The pose recognition system sends two types of data to the spatial game in every time step. It sends an integer that represents a pose (1-9) and an integer representing the 1D-location of the player. Whenever the spatial game receives this data, it updates the position of the chameleon according to the position integer and it carries out the action belonging to the pose index that was send. These actions consist of 6 poses for changing the chameleon into the 6 different colors, 1 pose is for eating the bug, 1 pose is for starting the game and 1 pose is to pause the game. Fig.7 gives a screen shot of user playing the game. On the left side is the interface of the game, which shows the level, bounces, heat and score of the player. The three windows on the right side are the results from vision-based analysis. From top to bottom, they are original image, results from body parts segmentation and pose recognition, and foreground binary image.

4.2. RESULTS AND DISCUSSION

In our first test runs it became clear that the sensitivity of the pose recognition to detect the change of poses gave a problem for the game player. Whenever the player needs to change from one pose to another there could be a different pose adopted that is “in between” these two poses. When this happens the color of the chameleon in the game is shortly changed into an unwanted color. This problem has been overcome by using a counter whenever a new pose is adopted. The new pose has to be adopted for 4 consecutive time steps until its corresponding action is carried out. This adjustment improved the playability of the game as the user feels having a better control of the chameleon. We did encounter a short delay in handling the players input. The delay is caused by the image processing time. This is mostly noticed with updating the chameleon’s position by the player’s actual location, but the delay is too small to actually cause gameplay problems.

Fig.7. Spatial game interface. On the left side is the interface of the game, which shows the level, bounces, heat and score of the player. The three windows on the right side are the results from vision-based analysis. From top to bottom, they are original image, results from body parts segmentation and pose recognition, and foreground binary image.
The implementation of the Phong game showed that the gameplay of the spatial game is interesting. As a next step it is good to reduce the delay to a minimum. After this improvement it is interesting to create a more complex game with an elaborate user interface.

5 CONCLUSION

In this paper, we described a real-time computer vision based application. The proposed system is composed of two parts. The first part is video-based people detection, tracking and pose recognition system. It directly uses the captured video frame as input, then gives the 2D position and pose of the people if there are people appearing in the scene. The position and pose information is connected to the second part, a spatial game system, and used as the control command of the game. This pose-driven spatial game is a real time man-machine interaction without obtrusive sensors. It shows the possibility of a new way of interactions in novel computer games and entertainment. The combination of computer vision research and a practical application is quite useful. It allows us to directly test if the proposed algorithm satisfies certain requirements, in a specific application environment. Future work will include improving the robustness of the system (e.g. better skin color detection, more robust feature detection) and developing multiple-user applications. One of the challenges will be to solve the occlusion problem if users are allowed to move freely.
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