Monotone Relabeling in Ordinal Classification

Abstract—In many applications of data mining we know beforehand that the response variable should be increasing (or decreasing) in the attributes. Such relations between response and attributes are called monotone. In this paper we present a new algorithm to compute an optimal monotone classification of a data set for convex loss functions. Moreover, we show how the algorithm can be extended to compute all optimal monotone classifications with little additional effort. Monotone relabeling is useful for at least two reasons. Firstly, models trained on relabeled data sets often have better predictive performance than models trained on the original data. Secondly, relabeling has better predictive performance than models trained on the original data. Improved performance of classifiers when trained on monotonized data has, for example, been reported in [11]. Hence, monotone relabeling can be viewed as a form of data cleaning. As an aside, we note that classifiers trained on monotonized data are not necessarily monotone themselves.

In this paper we present a new algorithm to compute an optimal monotone classification of a data set for convex loss functions. Monotone relabeling is useful for at least two reasons. Firstly, models trained on relabeled data often have better predictive performance than models trained on the original data. Improved performance of classifiers when trained on monotonized data has, for example, been reported in [11]. Hence, monotone relabeling can be viewed as a form of data cleaning. As an aside, we note that classifiers trained on monotonized data are not necessarily monotone themselves.

Secondly, relabeling is an important building block for the construction of monotone classifiers. It is, for example, essential to the monotone nearest neighbour algorithm presented in [5], and in [9] the leaf nodes of a classification tree are relabeled in order to make it monotone. Also, some algorithms for learning monotone models require a monotone dataset [15], [12].

However, there are typically many loss-optimal monotone relabelings. Picking a single solution therefore to some extent leads to arbitrary results. We consider the problem of efficiently computing all optimal monotone classifications of a data set. We apply the relabeling algorithm to investigate the effect on the prediction error, of relabeling the training sample for a k nearest neighbour classifier and classification trees.

This paper is organized as follows. In the next section we introduce the required notions and notations for this paper. In section III we present the new relabeling algorithm and prove its correctness. An advantage of the algorithm is that it can be easily extended to compute all optimal relabelings, as is shown in section IV. In section V we discuss related work, and in section VI we show how the relabeling algorithm can be used as a data cleaning tool to improve the predictive performance of a k nearest neighbour classifier and classification trees. Finally, in section VII we draw conclusions and indicate possibilities for future work.

I. INTRODUCTION

In many applications of data mining we know beforehand that the response variable is increasing (or decreasing) in one or more of the attributes or features. For example, the sales price of a house - all else equal - increases with lot size, and smoking increases the probability of lung cancer. Such relations between response and attribute are called monotone. Examples also abound in ranking problems [7]. Consider, for example, the problem of ranking documents with respect to their relevance to a particular query. Typical attributes are counts of query terms in the abstract or title of the document. One would expect an increasing relationship between these counts and document relevance.

In this paper we present a new algorithm to compute an optimal monotone classification of a data set for convex loss functions. Monotone relabeling is useful for at least two reasons. Firstly, models trained on relabeled data often have better predictive performance than models trained on the original data. Improved performance of classifiers when trained on monotonized data has, for example, been reported in [11]. Hence, monotone relabeling can be viewed as a form of data cleaning. As an aside, we note that classifiers trained on monotonized data are not necessarily monotone themselves.

Secondly, relabeling is an important building block for the construction of monotone classifiers. It is, for example, essential to the monotone nearest neighbour algorithm presented in [5], and in [9] the leaf nodes of a classification tree are relabeled in order to make it monotone. Also, some algorithms for learning monotone models require a monotone dataset [15], [12].

However, there are typically many loss-optimal monotone relabelings. Picking a single solution therefore to some extent leads to arbitrary results. We consider the problem of efficiently computing all optimal monotone classifications of a data set. We apply the relabeling algorithm to investigate the effect on the prediction error, of relabeling the training sample for a k nearest neighbour classifier and classification trees.

This paper is organized as follows. In the next section we introduce the required notions and notations for this paper. In section III we present the new relabeling algorithm and prove its correctness. An advantage of the algorithm is that it can be easily extended to compute all optimal relabelings, as is shown in section IV. In section V we discuss related work, and in section VI we show how the relabeling algorithm can be used as a data cleaning tool to improve the predictive performance of a k nearest neighbour classifier and classification trees. Finally, in section VII we draw conclusions and indicate possibilities for future work.

II. PRELIMINARIES

Let \( D = \{(x_i, y_i)\}_{i=1}^N \) denote the set of \( N \) observations on attribute vector \( X = (X_1, X_2, \ldots, X_p) \) and ordinal class label \( Y \). We assume the values of each attribute and the values of the class label are linearly ordered. Specifically, if there are \( k \) distinct class labels, we code them as \( \{1, 2, \ldots, k\} \).

Let \( X' = \{x_1, \ldots, x_n\} \) denote the set of distinct attribute vectors in \( D \), and let \( n(x_i) \) and \( n(x_i, j) \) denote the number of observations in \( D \) with attribute values \( x_i \), respectively the number of observations in \( D \) with attribute values \( x_i \) and class label \( j \). If the class label is increasing in attribute \( X \), then all else equal, if \( X \) increases, the class label should not decrease. Combining these constraints for all attributes, we have the monotonicity constraint

\[
   x_i \preceq x_j \Rightarrow y_i \preceq y_j,
\]

where

\[
   x_i \preceq x_j \iff x_{i,h} \preceq x_{j,h} \quad \forall h = 1, \ldots, p.
\]

We say a pair of points \((x_i, y_i)\) and \((x_j, y_j)\) from \( D \) represents a monotonicity violation if:

\[
   x_i \preceq x_j \text{ and } y_i > y_j.
\]

A monotone classification \( c(\cdot) \) of \( D \) assigns a class label to each attribute vector in \( D \), in such a way that \( \forall x_i, x_j \in X' \):

\[
   x_i \preceq x_j \Rightarrow c(x_i) \leq c(x_j).
\]

The objective is to find a monotone classification that minimizes some given loss function. Let \( H(\ell, j) \) denote the
loss incurred if we allocate an observation with class $j$ to class $\ell$. The total loss of $c(\cdot)$ is given by:

$$H(c(\cdot)) = \sum_{i=1}^{n} \sum_{j=1}^{k} n(x_{i,j}) H(c(x_{i}),j). \quad (2)$$

The objective is to minimize (2) subject to constraint (1).

We close this section with a number of useful concepts. A subset $L$ of $\mathcal{X}$ is a lower set of $\mathcal{X}$ with respect to $\preceq$, if $x \in L$, $x' \in \mathcal{X}$, and $x' \preceq x$ imply $x' \in L$. Hence, if a lower set contains a particular element, it is required to also contain all lower ordered elements. Likewise, a subset $U$ of $\mathcal{X}$ is an upper set if $x \in U$, $x' \in \mathcal{X}$, and $x \preceq x'$ imply $x' \in U$.

The downset $\downarrow_j$ of a point $x_j$ with respect to $(\mathcal{X},\preceq)$ is given by

$$\downarrow_j = \{ x_i \in \mathcal{X} : x_i \preceq x_j \}$$

The upset of a point is defined analogously. Note that the downset of a point is a lower set, and the upset of a point is an upper set. Furthermore, we state without proof that the collection of lower sets (upper sets) is closed with respect to union and intersection. The complement of an upper set is a lower set and vice versa.

### III. A NEW RELABELING ALGORITHM

We model the problem of computing a monotone relabeling with minimal empirical loss as a convex cost closure problem [8]. Let

$$w_i(\ell) = f_i(\ell) = f_i(\ell + 1) - f_i(\ell),$$

for $\ell = 1, \ldots, k - 1$. Hence $w_i(\ell)$ is the increase in loss when the class assigned to $x_i$ is incremented from $\ell$ to $\ell + 1$.

In a slight abuse of notation we henceforth write $i \in \mathcal{X}$ rather than $x_i \in \mathcal{X}$, and likewise in similar cases. For any subset $S$ of $\mathcal{X}$, let

$$w_S(\ell) = \sum_{i \in S} w_i(\ell)$$

denote the weight of $S$.

**Proposition 1.** There is an upper set $U^*(\ell)$ with minimum weight, that is a subset of all other minimum weight upper sets.

**Proof:** Straightforward. □

Let $U^*(\ell)$ be the minimal minimum weight upper set (MMWUS) of $(\mathcal{X},\preceq)$ with weights $w_i(\ell)$.

**Proposition 2.** For all optimal relabelings $y^*$: $y^*_j > \ell$ for all $j \in U^*(\ell)$.

**Proof:** (Note: we will sometimes suppress dependency on $\ell$ in order to simplify notation.) Let $y^*$ be an optimal solution, and suppose that $y^*_j \leq \ell$ for some $j \in U^*$. Call the set of all such points $L$. Note that $L$ must be a lower set of $U^*$, otherwise $y^*$ would violate the order constraints. Hence, $U^* \setminus L$ is an upper set of $(\mathcal{X},\preceq)$. We conclude that

$$\sum_{j \in L} w_j(\ell) = \sum_{j \in L} f_j(\ell) < 0,$$  \quad \text{(3)}$$

otherwise $U^* \setminus L$ would not have a larger weight than $U^*$ and hence $U^*$ would not be a MMWUS.

Because the loss function is convex and $y^*_j \leq \ell$ for $j \in L$, it follows from (3) that

$$\sum_{j \in L} f_j(y^*_j) \leq \sum_{j \in L} f_j(\ell) < 0.$$ This means we can improve $y^*$ by setting $y^*_{j*} = y^*_j + 1$, for all $j \in L$. The resulting solution still satisfies the order constraints. The existence of such a better solution contradicts our assumption that $y^*$ was optimal. □

Summarizing, we have established that for $j \in U^*(\ell)$, $x_j$ is assigned a label bigger than $\ell$ in every optimal solution.

Let $\tilde{U}^*(\ell)$ denote the complement of $U^*(\ell)$.

**Proposition 3.** There is an optimal solution with $y^*_j \leq \ell$ for all $j \in \tilde{U}^*(\ell)$.

**Proof:** Take any optimal solution $y^*$ with values bigger than $\ell$ in $U^*$; Let $\tilde{U}$ denote the subset of $\tilde{U}^*$ with values bigger than $\ell$. Note that $\tilde{U}$ must be an upper set of $\tilde{U}^*$, otherwise $y^*$ would violate the monotonicity constraint. Furthermore, we must have $\sum_{j \in U^*} f_j(y^*_j) \geq 0$ because otherwise $U \cup U^*$ would be an upper set with lower weight than $U^*$ which would contradict the assumption that $U^*$ is a minimum weight upper set. From convexity of the loss function, and the fact that $y^*_j - 1 \geq \ell$ for $j \in U$, it follows that $f_j(y^*_j - 1) \geq f_j(\ell)$ for all $j \in U$. Therefore $\sum_{j \in U^*} f_j(y^*_j - 1) \geq 0$ Hence, loss is not increased by setting $y^*_{j*} = y^*_j - 1$ for all $j \in U$. Also this solution still meets the order requirements, so $y^*$ is also an optimal solution. We continue like this until all values $\leq \ell$. □

**Algorithm 1** Relabel($\mathcal{X},\preceq$)

1: for $\ell = 1$ to $k - 1$ do  
2: for $i \in \mathcal{X}$ do  
3: $w_i \leftarrow f_i(\ell + 1) - f_i(\ell)$  
4: end for  
5: $U^* \leftarrow$ minimal minimum weight upperset of $(\mathcal{X},\preceq,w)$  
6: for all $j \in U^*$ do  
7: $y^*_j \leftarrow \ell$  
8: end for  
9: $\mathcal{X} \leftarrow \mathcal{X} \setminus U^*$  
10: end for  
11: for $i \in \mathcal{X}$ do  
12: $y^*_i \leftarrow k$  
13: end for  
14: return $y^*$
Algorithm 1 combines the results presented in proposition 2 and proposition 3, to compute a monotone relabeling that minimizes empirical loss. The algorithm assigns the smallest possible label to each attribute vector. Once an attribute vector has been labeled it is removed from \( X \) (line 9). For brevity, we suppressed the obvious corresponding removal of weights from \( w \) and order relations from \( \preceq \).

In line 5 of the algorithm, a MMWUS has to be computed. As Picard [14] has shown, this can be done by solving a maximum flow problem on a network that is easily constructed from the partial order on \( X \) and the weights \( w_i \). Hence, Algorithm 1 has the same complexity as solving \( k-1 \) maximum flow problems.

To illustrate Algorithm 1, consider the ordering on data points \( a, \ldots, f \) given in figure 1, where an arrow from \( a \) to \( b \) means that \( a \) directly precedes \( b \) in the ordering. The given labeling is not monotone, because \( a \) is smaller than \( b \), but has a higher class label. The same is true for \( e \) and \( f \). Figure 2 gives the weights for \( \ell = 1 \) using absolute error. There are two minimum weight upper sets with a weight of \(-2\): \( \{a, b, c, d, e, f\} \) and \( \{c, d, e, f\} \). The minimal one is \( U^* = \{c, d, e, f\} \); in any optimal solution, these points have a label of at least 2. Since \( U^* = \{a, b\} \) these points get assigned the label 1 by the algorithm (line 7), and they are removed from \( X \) (line 9).

Next, consider the weights for \( \ell = 2 \) as depicted in figure 3. Now \( U^* = \{c\} \), hence \( c \) gets a label of at least 3. The points in \( U^* = \{d, e, f\} \) get assigned the label 2 and are subsequently removed from \( X \). Finally, the unlabeled point \( c \) gets assigned the highest class label (line 12). The final solution is depicted in figure 4.

IV. COMPUTATION OF ALL OPTIMAL SOLUTIONS

The algorithm presented in section III can be extended to compute all optimal solutions in a quite straightforward way. We showed that if \( j \in U^*(\ell) \), then the label assigned to \( x_j \) must be bigger than \( \ell \). Likewise, one can show that if \( j \in L^*(\ell) \), where \( L^*(\ell) \) is the minimal maximum weight lower set of \( (X, \preceq) \) with weights \( w_i(\ell) \), then the label assigned to \( x_j \) can be at most \( \ell \). The proof is analogous to the one for \( U^* \), and is therefore ommitted. Hence, by computing \( U^*(\ell) \) and \( L^*(\ell) \) for \( \ell = 1, 2, \ldots, k-1 \), we can establish the interval of labels that can be assigned to each attribute vector in an optimal solution. The algorithm for computing these intervals is given in Algorithm 2.

Algorithm 2 Intervals\((X, \preceq)\)

1: \( \text{for } i \in X \text{ do} \)
2: \( \left[ y_i^{\min}, y_i^{\max} \right] \leftarrow [1, k] \)
3: \( \text{end for} \)
4: \( \text{for } \ell = 1 \text{ to } k-1 \text{ do} \)
5: \( \text{for } i \in X \text{ do} \)
6: \( w_i \leftarrow f_i(\ell+1) - f_i(\ell) \)
7: \( \text{end for} \)
8: \( U^* \leftarrow \text{minimal minimum weight upperset of } (X, \preceq, w) \)
9: \( \text{for all } j \in U^* \text{ do} \)
10: \( y_j^{\min} \leftarrow \ell + 1 \)
11: \( \text{end for} \)
12: \( L^* \leftarrow \text{minimal maximum weight lower set of } (X, \preceq, w) \)
13: \( \text{for all } j \in L^* \text{ do} \)
14: \( y_j^{\max} \leftarrow \ell \)
15: \( \text{end for} \)
16: \( \text{X} \leftarrow X \setminus L^* \)
17: \( \text{end for} \)
18: \( \text{return } y^{\min}, y^{\max} \)

To illustrate, consider once more the example given in figure 1. We already saw that for \( \ell = 1 \), \( U^* = \{c, d, e, f\} \). Hence, these points get lower bound 2. Since \( L^* = \emptyset \), the upper bounds are not changed. For \( \ell = 2 \), we have \( U^* = \{c\} \), so the lower bound of point \( c \) is increased to 3. The minimal
maximum weight lower set for \( \ell = 2 \) is \( L^* = \{a, b, d\} \) with a weight of 1 (see figure 5). Hence, these points get an upper bound of 2. Table I summarizes the steps of the algorithm, with the final solution in the column for \( \ell = 2 \).

We now have a straightforward (at least conceptually) procedure to generate all optimal solutions. First of all we note that the value of the loss function in the optimum is known, since taking the lower bound (or the upper bound) of all intervals is always optimal. We construct a monotone labeling, each label taken from the computed interval and verify whether its loss is optimal. Monotonicity is preserved by appropriately constraining the intervals of the remaining points when we pick a label for some point.

V. RELATED WORK

The first publication, to the best of our knowledge, that addresses the problem of exact minimization of an empirical loss function in the context of monotone classification, is Dykstra et al. [6]. They show how a monotone relabeling that minimizes absolute error or squared error can be obtained via the isotonic regression. To minimize squared error, a single application of isotonic regression is sufficient; for absolute error, \( k - 1 \) applications are required. The exact algorithm to compute the isotonic regression with best time complexity requires \( O(n^3) \) computations [18], so this appears to be an expensive way to compute an optimal relabeling. Also, it is not clear how their approach could be extended to arbitrary convex loss functions.

Ryu et al. [2] discuss a monotone classification technique called isotonic separation. This technique also involves the minimization of empirical loss subject to the monotonicity constraint. The authors express this optimization problem as a linear program, and show that the dual of the linear program is in fact a maximum flow problem. Ryu et al. do not discuss the problem of multiple optima.

Rademaker et al. [16] pioneered monotone relabeling algorithms based on its formulation as a maximum independent set problem. This arises most naturally when considering the minimization of 0-1 loss. Consider the monotonicity violation graph that has an edge between two datapoints whenever they violate the monotonicity constraint, that is \( x_i \leq x_j \) and \( y_i > y_j \). A maximum independent set in a graph is a maximum size subset of the nodes such that no pair of nodes in the subset are connected by an edge. A maximum independent set in the monotonicity violation graph corresponds to a maximum size monotone subset of the data. Relabeling its complement yields a monotone relabeling that minimizes 0-1 loss. Although the maximum independent set problem for arbitrary graphs is NP-complete, as M"ohring [13] shows, it can be solved in polynomial time for the graph of a partial order. Rademaker et al. [17] show how the maximum independent set approach can be applied to the class of V-shaped loss functions, which is more general than the class of convex loss functions. On the other hand, in the general case, their algorithm requires the solution of a maximum independent set problem on a graph with \( n \times k \) nodes thus requiring \( O(n^3k^3) \) instead of \( O(kn^3) \) computations. Furthermore, they do not consider the computation of all optimal relabelings.

Kotlowski et al. [10] consider ordinal classification with monotonicity constraints in the context of rough sets. They also consider the loss-optimal relabeling problem and establish a connection with the isotonic regression. Kotlowski and Slowinski [11] discuss the non-uniqueness of optimal solutions to the relabeling problem, and point out that for the class of linear loss functions the lower bound and upper bound of the optimal interval can be determined through two applications of the linear programming algorithm presented in [2]. A linear loss function is defined as

\[
H(\ell, j) = \begin{cases} 
\alpha(\ell - j) & \text{if } \ell > j \\
(1 - \alpha)(j - \ell) & \text{if } \ell \leq j,
\end{cases}
\]

where \( 0 < \alpha < 1 \). This is a more restrictive class of functions than the class of convex functions, and hence our result is more general.

VI. EXPERIMENTS

The experiments presented in this section mainly serve two purposes:

1) To rigorously show the positive influence of relabeling on the predictive performance of the resulting classifier. We do this by taking into account all optimal relabelings, and not just one of them as was done in previous studies, such as [11] and [3].

2) To show the variability in predictive performance with respect to different optimal relabelings of the same data set. This result underlines the importance of considering all possible relabelings in determining its influence on prediction error.

Since we are not proposing a new (monotone) classifier, we do not compare the results to those obtained with other (monotone) classification algorithms.
Some basic properties of the data sets are listed in table II. The last but one column of this table gives the number of comparable pairs, that is, pairs of attribute vectors \( x_i \) and \( x_j \) for which \( x_i \preceq x_j \) or vice versa, expressed as a percentage of the total number of pairs. This gives some indication of the potential benefit of applying monotonicity constraints: the more comparable pairs, the higher the potential benefit. The final column gives the percentage of monotone pairs among the comparable pairs. If this percentage is low, application of the monotonicity constraint becomes questionable. The data sets come from different (public) sources. The Pima Indians Diabetes (Pima), Haberman’s Survival (Haberman), Wisconsin Breast Cancer (Wisconsin), Computer Hardware (CPU), and Auto MPG data sets have been taken from the UCI machine learning repository [1]. The data sets LEV (Lecturer Evaluation), ESL (Employee Selection), and SWD (Social Workers Decisions) are available from the Weka website (http://www.cs.waikato.ac.nz/ml/weka/) and have been donated by Arie Ben-David. The KC4 dataset has been taken from the NASA data sets metrics program (http://mdp.ivv.nasa.gov/). The Ohsumed data set is available from the LETOR website 1. For the Ohsumed data, we selected the data for query 3, and attributes 1 and 16. Monotonicity judgements were based on common sense. For example, the Ohsumed attributes are counts of the number of times a query term appears in the title and abstract of a document respectively. The class label indicates the relevance of the document to the query, where a higher label indicates higher relevance (the classes are described as: “irrelevant”, “partially relevant” and “highly relevant”). Hence, it makes sense to assume that the class label is increasing in both attributes. The data sets KC4, CPU, and AutoMPG originally had numeric target variables. These numeric targets were discretized into four bins of approximately the same frequency.

Next we present the results of the experiments in which we study the effect of relabeling on the predictive accuracy. To this end, we compare the performance of a \( k \) nearest neighbour classifier using the original data with one that uses relabeled data. A similar comparison is made for classification trees. To eliminate variation due to the chosen relabeling, we average the performance over all possible relabelings. For \( k \) nearest neighbour, the following procedure is repeated 100 times:

1) Draw a sample of size 50 from the data.
2) Use this sample to classify the remaining data with \( k \) nearest neighbour, for different values of \( k \).
3) Repeat the previous step for all possible optimal monotone relabelings of the sample and average the errors.

Finally, the errors are averaged over the 100 repetitions of the experiment. If relabeling does have a noise reduction effect, and the problem is indeed monotone, then one would expect an improved performance of the relabeled sample. We use a relatively small sample, because this is the case where applying the monotonicity constraint potentially has a positive effect. As the training sample gets bigger, the benefit of applying a correct constraint typically becomes smaller.

The results are displayed in table III. Before we analyze the results, please note that they were obtained with a very small training sample, and may therefore be much worse than other published results on the same data sets. For each data set, we give the lowest average prediction error found with the original data (the corresponding value of \( k \) is shown between brackets), the lowest average prediction error found with the relabeled data, and the average standard error of the prediction error over different optimal relabelings. More precisely, for each of the 100 repetitions of the experiment, we compute the standard deviation of the prediction error over different optimal relabelings of the training sample. If there is only one optimal relabeling, the standard deviation was set to zero. Our general conclusion is that relabeling has a positive effect, since in the majority of cases the relabeled data produces a lower prediction error. The two exceptions to this, KC4 and Wisconsin, are precisely the data sets with the lowest fraction of comparable pairs. If almost all attribute vectors are incomparable, then the monotonicity constraint won’t have much effect. Relabeling reduces prediction error in 8 out of 10 data sets. When performing Wilcoxon’s signed-ranks test, as recommended by Demšar [4], we obtain a p-value of approximately 0.02. Hence, the observed difference would be considered significant at the conventional \( \alpha = 0.05 \) level. A second interesting observation is that the optimal value for \( k \) tends to be smaller for the relabeled data. An extreme example is AutoMPG where \( k = 1 \) is the best value for the relabeled data, whereas this is \( k = 9 \) for the original data.


### Table II

<table>
<thead>
<tr>
<th>Data set</th>
<th>( N )</th>
<th>( n )</th>
<th># attr</th>
<th># lab</th>
<th>% comp.</th>
<th>% mon.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>768</td>
<td>768</td>
<td>8</td>
<td>2</td>
<td>7.32</td>
<td>97.76</td>
</tr>
<tr>
<td>LEV</td>
<td>1,000</td>
<td>92</td>
<td>4</td>
<td>5</td>
<td>24.08</td>
<td>95.73</td>
</tr>
<tr>
<td>ESL</td>
<td>488</td>
<td>199</td>
<td>4</td>
<td>9</td>
<td>70.65</td>
<td>98.85</td>
</tr>
<tr>
<td>Haberman</td>
<td>306</td>
<td>283</td>
<td>4</td>
<td>3</td>
<td>33.71</td>
<td>89.28</td>
</tr>
<tr>
<td>KC4</td>
<td>125</td>
<td>116</td>
<td>13</td>
<td>3</td>
<td>2.62</td>
<td>99.81</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>194</td>
<td>194</td>
<td>32</td>
<td>2</td>
<td>0.56</td>
<td>96.19</td>
</tr>
<tr>
<td>SWD</td>
<td>1,000</td>
<td>117</td>
<td>10</td>
<td>4</td>
<td>12.62</td>
<td>94.21</td>
</tr>
<tr>
<td>CPU</td>
<td>209</td>
<td>190</td>
<td>6</td>
<td>4</td>
<td>49.53</td>
<td>98.52</td>
</tr>
<tr>
<td>AutoMPG</td>
<td>392</td>
<td>387</td>
<td>4</td>
<td>4</td>
<td>81.26</td>
<td>97.08</td>
</tr>
<tr>
<td>Ohsumed</td>
<td>235</td>
<td>55</td>
<td>2</td>
<td>3</td>
<td>77.99</td>
<td>80.79</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>Data set</th>
<th>Original</th>
<th>Monotone</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>0.320 ± 0.025 (5)</td>
<td>0.317 ± 0.024 (5)</td>
<td>0.004</td>
</tr>
<tr>
<td>LEV</td>
<td>0.586 ± 0.045 (5)</td>
<td>0.558 ± 0.046 (1)</td>
<td>0.020</td>
</tr>
<tr>
<td>ESL</td>
<td>0.495 ± 0.045 (1)</td>
<td>0.474 ± 0.037 (1)</td>
<td>0.017</td>
</tr>
<tr>
<td>Haberman</td>
<td>0.258 ± 0.021 (11)</td>
<td>0.251 ± 0.018 (9)</td>
<td>0.007</td>
</tr>
<tr>
<td>KC4</td>
<td>0.601 ± 0.082 (3)</td>
<td>0.602 ± 0.078 (3)</td>
<td>0.040</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>0.253 ± 0.030 (11)</td>
<td>0.253 ± 0.030 (11)</td>
<td>0.001</td>
</tr>
<tr>
<td>SWD</td>
<td>0.559 ± 0.041 (11)</td>
<td>0.559 ± 0.036 (11)</td>
<td>0.021</td>
</tr>
<tr>
<td>CPU</td>
<td>0.533 ± 0.068 (1)</td>
<td>0.504 ± 0.062 (1)</td>
<td>0.012</td>
</tr>
<tr>
<td>AutoMPG</td>
<td>0.400 ± 0.059 (9)</td>
<td>0.383 ± 0.031 (1)</td>
<td>0.013</td>
</tr>
<tr>
<td>Ohsumed</td>
<td>0.677 ± 0.057 (9)</td>
<td>0.624 ± 0.035 (1)</td>
<td>0.013</td>
</tr>
</tbody>
</table>
relabeling, the danger of overfitting is less severe, and \( k = 1 \) already produces quite good results.

The standard deviation of the prediction error over different optimal relabelling is substantial in relation to the standard deviation over different training samples: it can make a substantial difference for the prediction error of the classifier which optimal relabelling is chosen. To take an extreme example: for \( k = 1 \) on the ESL data, the standard deviation as a consequence of drawing different training samples is \( 0.037 \) (for nearest neighbour with relabeling), and the standard deviation as a consequence of choosing different relabellings of the same training sample on average is \( 0.017 \), that is, far from negligible. Therefore we argue that it is better to average over all possible relabellings to get a reliable assessment of the utility of relabelling the data.

A similar comparison was made for classification trees. Here we followed the following procedure:

1) Draw a sample of size 50 from the data.
2) Use 5-fold cross validation on this sample to select the tree from the cost-complexity pruning sequence with lowest error. In case of a tie the smallest tree was selected. Use the selected tree to classify the remaining data.
3) Repeat the previous step for all possible optimal monotone relabellings of the sample and average the errors.

Finally, the errors are averaged over the 100 repetitions of the experiment.

The results are presented in table IV. We note that in general relabelling results in a reduction of prediction error, the data sets Haberman and Wisconsin being the exceptions. When performing Wilcoxon’s signed-ranks test we obtain a p-value of approximately 0.01. Hence, the observed difference would be considered significant at the conventional \( \alpha = 0.05 \) level. Also note that the variation in prediction error with respect to different optimal relabellings is again substantial. To take an extreme case: for the social workers decisions dataset, it is as big as the variation in prediction error with respect to drawing different training samples.

**VII. CONCLUSION**

We have presented a new efficient algorithm for computing all optimal monotone classifications of a data set for convex loss functions. We have shown that \( k \) nearest neighbour classifiers and classification trees learned from relabeled data tend to have lower prediction error than their counterparts constructed from the original data. Furthermore, we have shown that the particular optimal relabelling chosen can have a substantial influence on the prediction error of the resulting classifier. Therefore, it is important to consider all optimal relabellings in assessing its effect.

The number of relabellings could be so huge that it is not possible to consider them all. Therefore, we are looking into methods to draw a uniform sample from them. Furthermore, our algorithm may initially generate suboptimal solutions from the computed intervals, which then have to be discarded. It would be interesting to investigate whether we can prevent their generation. Finally, we are considering to extend the methods presented to ranking problems where often different loss functions are used.
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